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ABSTRACT

Key challenges in developing underwater acoustic localization methods
are related to the combined effects of high reverberation in intricate en-
vironments. To address such challenges, recent studies have shown that
with a properly designed architecture, neural networks can lead to un-
precedented localization capabilities and enhanced accuracy. However,
the robustness of such methods to environmental mismatch is typically
hard to characterize, and is usually assessed only empirically. In this work,
we consider the recently proposed data-driven method [18] based on a
deep convolutional neural network, and demonstrate that it can learn to
localize in complex and mismatched environments. To explain this ro-
bustness, we provide an upper bound on the localization mean squared
error (MSE) in the “true” environment, in terms of the MSE in a “pre-
sumed” environment and an additional penalty term related to the envi-
ronmental discrepancy. Our theoretical results are corroborated via sim-
ulation results in a rich, highly reverberant, and mismatch channel.

Index Terms— Localization, reverberation, model mismatch.

1. INTRODUCTION

Localization in the underwater acoustic (UWA) domain, which is rel-
evant for a variety of important applications [1-4], is challenging due
to the environment’s physical properties. In particular, the channel be-
tween an acoustic source and a receiver may vary dramatically with their
positions. While the related literature is abundant with handcrafted
model-based solutions [5], many of these methods rely on isoveloc-
ity line-of-sight-based geometry, and are thus sensitive to multipath.
Other methods that can theoretically operate in nontrivial environ-
ments, such as matched field processing [6], are highly sensitive to model
mismatch [7], and are therefore less relevant for some practical purposes.

Due to the success of deep neural networks (DNN) in other do-
mains, data-driven (DD) methods have been recently considered more
extensively as potentially viable solutions to the UWA localization prob-
lem [8-16]. Specifically, a DD variant of the statistically superior direct
localization (DLOC) approach [17, 18] has been proposed in [19]. Yet,
while these DD methods are in principle exceptionally powerful, they can
be difficult to analyze, and their robustness is generally not guaranteed.

This work is focused on the robustness of a DD-DLOC solution to
UWA localization, and its main contribution is an upper bound on the
localization mean squared error (MSE) in a mismatched environment.
To better contextualize and elaborate on our contributions (listed at the
end of Section 2), let us first describe in detail the problem at hand.

2. PROBLEM FORMULATION

Consider L spatially-diverse, time-synchronized receivers at known loca-
tions, each consisting of a single omni-directional sensor. Furthermore,
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consider the presence of a source, emitting an unknown waveform from
an unknown position, denoted by the vector of coordinates p € V C
R3*1 where Vis a volume of interest. We assume that the source is static
during the observation time, and is located sufficiently far from all L re-
ceivers to permit a planar wavefront (far-field) approximation.'

In the underwater environment, “reflectors” at unknown positions
are potentially present, giving rise to a (possibly rich) multipath channel
impulse response (CIR), which can be approximately described using ray
propagation (e.g., [20]). For example, the water surface acts as one of the
reflectors. In such a model, the acoustic wave that is emitted from the
source and measured at the the receiver is represented as a sum of (pos-
sibly infinitely many) rays, each propagating according to physical prop-
erties of the environment (e.g., temperature, bathymetry, etc.). For sim-
plicity, we assume the existence of a set of the environmental parameters,
denoted by P, with which the propagation modelis fully characterized.

Formally, the received baseband signal of the /-th receiver is given by

R
x¢[n] = Zbrgsrg [n] + ve[n] £ s7 [n]be + ve[n] € C, 0
r=1

n=1,...,N, Ve {l1,...,L},

where we have defined s¢[n] = [si¢[n]---sre[n]]T € CT*!and
by =T[bie--- bRg]T IS CRXI, using the notation:

1. by € Casthe unknown attenuation coefficient? from the source
to the /-th sensor associated with the r-th signal component (line-
of-sight (LOS) or other non-LOS (NLOS) reflections);

2. spe[n] = s(t — Tre(p, Rm))h:nn € C as the sampled 7-th
component of the unknown signal’s waveform at the ¢-th sensor,
where s (t — Tr¢(P, Pew)) is the analog, continuous-time wave-
form delayed by 7-¢ (P, P ), and T is the sampling period; and

3. ve[n] € C as the additive, ambient and internal receiver, noise
at the /-th receiver, modeled as a zero-mean random process (not
necessarily Gaussian) with an unknown finite variance o2 .-

Applying the normalized DFT? to(1) yields the equivalent frequency-
domain representation forall ¢ € {1,..., L},

R
zo[k] = Zbrég[k]e*wkﬂvz(pﬂ’w) + T [K]

r=1
_ 2
= 5[k]-dy [K]be +e[k] = 5[k]- he[k] +0e[k] € C, @
N—_—— ——
a function of frequency
P and Pepy response

I'This becomes reasonably accurate, e.g., in shallow waters at high frequencies.
21 fact, these coefficients are also a function of the source’s position p and the

environment Pk, but we mostly use by rather than b, (P, Pen) for brevity.
32 denotes the normalized discrete Fourier transform (DFT) of z.
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Fig. 1. Tllustration of the simulated environment using Bellhop [21].
Left: Ray propagation paths from the source (red) to a receiver (blue).
Right: The assumed depth-varying speed of sound profile.

where we have defined he[k] £ di'[k]be € C,and
d[k] Y [6*ka-r1z(13,7’cnv) . e*kaTRg(p,va)}H c (CRXl,

2 2mw(k—1)

with {wy, £ 22—} | As shorthand notation, we further define
s

To 2 [To[1] - Z[N]|T 5 2 [3[1] - 5[N],
B £ [0e[1] -+ 0e[N]]T, Dy £ [di[1] - - de[N]] T € CV7F,
X, 2 Diag(Z¢), CE Diag(s), H¢(p, Pew) = Diag (D/by) ,

where Diag(-) forms a diagonal matrix from its vector argument. Note
that H(p, P..,) is generally a nonlinear function of the unknown
source position P and the environmental parameters P, (e.g., as seen
from (2)). With this notation, we may now write (2) compactly as

T = H(p,Pu)d +0, € CV' Ve {1,....L}. (3)

Given the possibly (highly) intricate relation between p and Z, the
complexity of the localization problem, which consists of estimating p
from the observations {5}1}5:1, is now readily apparent from (3).

To further illustrate the potentially formidable computational task
of localizing a source via an exact model-based solution in an environ-
ment with nontrivial propagation properties, consider the UWA envi-
ronment illustrated in Fig. 1. Given a source-receiver pair, the relevant
rays propagating from the source to the receiver can be described in a
plane perpendicular to an ideal flat bottom, in which the source and the
receiver lie. As an example, the complexity of the method [22] in its ex-
tended form [19] is Q(N L2 R?) even before considering that all the LR
time-delays of all the rays to all the receivers must be computed as well.*

It is therefore natural to adopt a learning-based solution approach,
that will provide a method to localize the source while: (i) judiciously
using those environmental characteristics that can be learned during the
training phase; (ii) being robust to reasonably moderate deviations from
the learned model; and (iii) efficiently approximating a reliable estimator
P = f(Z1,..., %) thatis otherwise computationally infeasible.

The remainder of this paper is devoted to the study of the desired
merits of a learning-based solution as mentioned above. Specifically,

* We demonstrate that a DD approach can yield a computationally
efficient DLOC solution that is “stable”—in the sense of its MSE
performance—with respect to model mismatch deviations.

* We provide analytical guarantees on the MSE localization perfor-
mance of an estimator designed for one environment, when ap-
plied to data from a another environment (i.e., model mismatch).

3. LEARNING TO LOCALIZE
Let us assume that we do not have precise knowledge of the environment
Pen or the propagation model, based on which H ¢ (P, Peny) is computed
for any p. Rather, assume that a dataset of received signals with labeled
in , E(LZ) , D)V of size J is avail-
able. Such a dataset can be obtained in several ways (see [19] for details).

source positions p) 2 {(53(1i)7 S

“4For environments such as the on in Fig. 1, this may already be infeasible.

3.1. A Data-Driven Direct Localization Method

In a recent work [19], an architecture based on a deep convolutional neu-
ral network (CNN) has been proposed as a DD-DLOC solution for the
UWA localization problem. This architecture is trained in two phases. In
the first phase, three “sub-models” are trained to estimate range, azimuth
and inclination. In the second phase, these three models are fused into
a “global model”, that provides an (enhanced) estimate of the source po-
sition. The successful operation of this solution has been demonstrated
for a 3-ray isovelocity propagation model, which theoretically allows for
accurate DLOC even in the absence of LOS (see [22] for simulation and
experimental results). While this is already a powerful capability, in this
work we demonstrate that this solution generalizes to even richer envi-
ronments, which are “closer”—in some well-defined sense—to the real
physical medium in which UWA localization systems operate.

To this end, in this work we consider a simulated UWA environment
as our virtual testbed, and adopt the architecture proposed in [19], to
which we introduce a two main modifications. First, we now directly
concatenate the outputs of the three sub-models, such that the modified
architecture already provides a working solution at the end of the first
phase of training (mentioned above). Second, during training the CNN-
based solution is further matched to the attenuation law of the channel,
by normalizing the signal power with the average attenuation magnitude
in the volume of interest. For more implementation details of this archi-
tecture, see the supplementary material for this paper, [23].

To go beyond the 3-ray model [22], we generate the CIRs using the
Bellhop simulator [21]. This way, the propagation model can be made ex-
ceptionally rich, taking into account nontrivial affects such as “bending”
rays due to depth-varying speed of sound, different bathymetry and sur-
face geometries, etc. Thus, the simulated received signals are more similar
to true recorded signals in a real environment. For more details, see [23].

As we demonstrate in Section 4.2, our architecture is able to cap-
ture the environment’s characteristics relevant for inference regarding the
source position. While this is a significant part of the contribution of
this work, we nonetheless choose to elaborate on yet another important
aspect—robustness to model mismatch. Although a carefully designed
simulator (such as Bellhop) can provide good approximations of the real
CIRs, it is still only an approximation that naturally suffers (to some ex-
tent) from modeling error relative to the respective true CIRs as well as
unmodelled effects. For example, a simulator may provide a CIR with a
finite number of rays, when in practice there may be an infinite number
(with finite energy). Therefore, and especially given that analytical char-
acterization of the output of DNNs is generally a hard task, we next turn
to the main discussion of this paper—an upper bound on the MSE of
the proposed CNN-based solution under model mismatch.

4. PERFORMANCE GUARANTEES UNDER A
MISMATCHED PROPAGATION MODEL

For simplicity of the exposition, we assume hereafter that 012,2 = o2 for
all¢ € {1,..., L}. However, this assumption can be relaxed, and with
the necessary slight modifications, the results below are still valid.

The signal model (1) more faithfully characterizes the true underly-
ing channel, e.g., when R — 00, in which case )7 | \bre|2 < o0
forall £ € {1,..., L}, when the power of the received signal is finite.
However, practical localization solutions would take into account only a
finite number of NLOS components (if, at all), and would therefore suf-
fer from model mismatch. Nevertheless, if R is chosen to be sufficiently
large, such that most of the energy of the received signal is captured by
the model, it is reasonable to expect that the devised localization method
would still perform properly, with some slight performance degradation
relative to the expected performance in the absence of model mismatch.
Below we provide a rigorous proof that this intuition is indeed correct.
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Moreover, we quantify “which portions” of the channel must be mod-
eled in order to still maintain MSE performance guarantees.

4.1. Upper Bounds on the MSE for Mismatched Environment

To facilitate the derivations below, we introduce a compact representa-
tion of (3). Let & £ [:731T . EE]T € CNEX1 with which (3) reads

T = H(p,P.)s5+0ecCV™, (4)

where H (p, P.) 2 [HT(p,Po) ... HE(p,P.)]” € CVEXN

and © £ [97...91]T. Further, let Q £ CN(0,Zg), P 2
CN (0, = p) be the distributions of the presumed and the true’ models

for (4) with environmental parameters Qe Peny, respectively, where
%o £ Eq [#2"]| = 0l H(p, Qu)H" (p, Q) + 00l i,
Sp £ Ep [22"] = 02 H(p, Pu) H" (p, Pur) + 00d N1

~ — . . A
Letp : & — R¥?*! bealocation estimator of p, and define £, £
D — D, its respective estimation error vector. We have the following result:

Proposition 1. Denote Qc and P- as the distributions of €p when T is
distributed according to Q and P, respectively. Then the MSE of D evalu-
ated for the true model P is upper bounded by

Er [llepl®] < Eq [llepl?] +8(P-, Q) ©)

where §(Pe, Qc) = /Varg ([[ep[?) x2 (P[[Q<), and x* (P:||Q<)
denotes the chi-square divergence (CSD) of P: from Q.

Proof. The bound (6) is obtained by directly applying [24, Th.1]. W
Remark 1. The bound (6) is agnostic to the type/form of model mismatch.

The meaning of Prop. 1 is the following. If for the presumed envi-
ronment Q.,,, which is used for training of the neural network, the local-
ization error is Q. -distributed, and this distribution is “not too far”—in
the CSD sense—from the true localization error distribution P:, then
the MSE for the real data P is also “not too far”—in the sense of (6)—
from the MSE for the presumed data Q.

While (6) is the strong version of the type of bound [24], it is instruc-
tive to analyze a looser version thereof (stated below), which nevertheless
provides better insights as to the type of more “tolerable” forms of mis-
match. To this end, we will make use of the following technical lemmas.

Lemmal. Let ﬁg), shorthand for Flg ) (D, Qe ), be defined as°

RS (p, Qu) & [Mulk] -~ hr[k]]" € C, )

where {h[k] = dj'[k|be} in (7) are for Q... Then the eigenvalues of
Hy' 2 2RPRO" 4 021, (8)
are given by
)\(Q) (02 Hh(k)H +oi op - o]t e RYF )
N— ——
L —1 terms

Proof. The proof follows by identifying (8) as a special rank-one “up-
dated matrix”” of 031 L, observing that Jsﬁg is an eigenvector of

0211 withan eigenvalue o2, and applying [25, Th. 2.1.] to get (9). W

5 Possibly with R — o0, or a different type of model mismatch.
6Recall that hy [k], defined in (2), depends on the environment Q.yy of Py
7Using the same terminology as the one used [25].

Lemma 2. [26, Ch. 7] dsume det (2p) # 0. Let Q@ & o3B3,
and denote QU = UDiag(p) as the eigendecomposition of 2. Then, if

1/1777, # w:u
U is a joint diagonalizer (JD) of (Xq, X p). In particular,

Vm#ne{l,... NL},

%o = UDiag (AY) U", £p = UDiag (A7) U",  (10)

fm,)\(Q) A [)\(1@) . "AS\?>]T:)‘<P) A [)‘gP) . _,Ag\f)]T c Rfol,
wbere{k,(c@ € RV aredefined in (9), omd{)\,(cp) e REMML,

are defined similarly but for the environment P,

We now provide a generally looser, yet more insightful version of Prop. 1.
Theorem 1. Assume the conditions of Lemma 2 hold, and let U be the JD
of (2, Ep) with \D AT 45 defined in (10). Then, if

— 2
2[[RE]" + swm

Vke{l,...,N}, (1)

2
where SNR £ %, the MSE of D  for the true model P is upper bounded by

r [lenll’] < Eq [llenll?] +6(P,Q), (12)
where 5(P, Q) & \/Varg (lep||?) A2 with
A’+12
N (swr||RE 12 + 1)2 (13)

[1

ion (SWR[R |2 + 1) (sMR(2[RS (12 — [IREY]12) + 1)

Proof. By applying [24, Cor. 1], we obtain

Er [llepl®] < Eq [lenl®] + v/Vare (llepl?) x2 (PIIQ)- (14)

Since in this case P = CA(0,Xp), Q@ = CN(0,X(), computa-
tion of x* (P||Q) by evaluating the integral implied by [24, Eq. 4] yields

det (EQ)
det (Sp) det (2Inz — Zp3g")

x* (PIQ) = ~1. (1)

By assumption, the conditions of Lemma 2 hold. Therefore, substituting
(10) into (15) readily gives

GRS

k=1¢=1

under the condition

keé’\’(c@[é] 1Vk 1 N}, vee {1 LY. (17
[k, }—/\(P)w>§, €{l,...,N},¥ee{l,...,L}. (17)
k

This arises because, after joint diagonalization, the entries of the trans-
formed complex-normal (CN) vectors become uncorrelated, and due to
their circular symmetry, they are statistically independent. Therefore, by
virtue of the tensorization property of the CSD, each term of the prod-
uct (16) corresponds to a CSD (plus one) of two univariate zero-mean
CN random variables, which must be non-negative.

The proof now continues with two phases. In Phase 1, we obtain
closed-form expressions for the eigenvalues A XD 1n Phase 2, we
express {y[k, €]} in terms of these eigenvalues, to obtain (11) and (13).
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DPhasel: The elements {)\](CQ) [4], A,ip) [4]} of {)\ECQ), A;CP)} can
be efficiently computed, as follows. Recall that {H ¢} are all diagonal.
Hence, the covariance matrices 3¢ and X p (5) have a block structure,
where each N X NN block is a diagonal matrix. Thus, by applying the
appropriate permutation matrix IT and its inverse II7 on both sides, we
have (focusing on 3, since the logical argument is identical for X p)

row col T col s

S0 =17" (HmwzQHw.)HT 2T ok
where IL,,, IL,, permute the rows and columns, respectively, and where

~ —a —~—(N

3o = Blkdiag (H;’, L HY )) e CNEXNE,

and Blkdiag(-, . .., ) forms a block diagonal matrix from its (square)
matrix arguments. Since any permutation matrix is a unitary matrix,

det (Xgq) = det(gQ). Moreover, since i@ is a block diagonal ma-
trix, if follows that, for every &, )\,(f» are the eigenvalues of ﬁg ) (8).

~—(k
Using the same arguments, )\ECP) are the eigenvalues of H 23 ). We con-
clude that A(®) R AP can be computed via N eigendecomposition of

L x L matrices, rather than a single (naive) eigendecomposition of an
NL x NL matrix. To complete phase 1, we have from Lemma 1 that
\@ g [FIR P +ol, =1,

e = 2<1<

v = = 9

D e {Q,P}. (18)

DPhase 2: Using the closed-form expressions (18), we now have

Al

AP e LT =1,
Atk g = 251 R s (19
U Y 2<1<L.

Therefore, substituting (19) into (16), the latter is further simplified into
[k, £] (k1
st T G - TGt
=1 gra—1) = H\5E g
k=1¢=1 k=1
—(k 2
_ ﬁ (2IRS )12 + o)
7 (k 7. (k 7 (k :
i1 (RS2 + 02) (a22RS )17 — 1RE2) + 02)

2
Using SNR = Z—;, we obtain (13), and with (19), (17) simplifies to (11).
| |

It is instructive to evaluate (13) in the following signal-to-noise ratio
(SNR) limiting cases.

High SNR Regime: To better understand what governs the gap
§(P, Q) athigh SNR, define p, £ Hﬁgc) \|2/||Eg) ||%, and observe that

N 1
lim A’=J] ——— -
SNR—> 00 kl:[l k(2 — pr)
Thus, the gap is governed by product of functions of all the per-frequency
energy deviations of the true frequency response from the presumed one.
Low SNR Regime: In this case, for any set of finite {p*)} per-
frequency energy deviations, at low SNR, it follows from (19) that

Vke{l,....N}: lim gk 1]=1= lim A% =0.

SNR—0 SNR—0+
Hence, in the low SNR limit, the model mismatch is essentially irrelevant
(in the sense of the attainable MSE).
A “conceptual interpolation” between these two extreme cases sug-
gests that as the SNR increases, the model mismatch has an increasingly

stronger effect on the gap A?, and consequently on the gap 3( P, Q).

——& ~ Q (Presumed model) -
—e—& ~ P (True model)
—— Upper Bound

70 F

60 -

40

30 -

RMSE Localization [m]

10 -

SNR [dB]

Fig. 2. Localization RMSE vs. SNR for the presumed and true models,
Q and P, respectively, and the upper bound (6).

4,2, Simulation Results: DLOC in a Mismatched Environment

We consider the same scenario described in [19] with L = 4 receivers,
and a single source whose position was drawn (once, and then fixed) from
a 3-dimensional uniform distribution supported on the volume of inter-
est. However, instead of the 3-ray propagation model as in [19], we now
use the Bellhop simulator to simulate a substantially richer environment,
and generate the resulting CIR of each source-receiver pair correspond-
ing to a pre-specified set of environmental parameters. For the training

dataset D[(r;]h)], we use the environment Q. (similar to the one illustrated
in Fig. 1), and for the test dataset we use P, in which we use a different
depth-varying speed of sound profile. The technical details pertaining to
these environments are deferred to the supplementary material [23].

Fig. 1 shows the root MSE (RMSE) vs. the SNR® obtained by our
CNN-based solution for: (i) a testset that is Q-distributed, the same as
the training set, from the environment Q..,, and; (ii) a testset that is P-
distributed, stemming from the mismatched environment P.,,,. We also
plot the upper bound (6), which was evaluated numerically.” The results
are based on averaging 10° independent trials per SNR point.

First, the robustness of the proposed DD-DLOC solution is evident,
as reflected from the graceful performance degradation of the red curve
relative to the green. Further, the upper bound (6) is not only fairly tight
at the low and high SNR regimes, but is also informative about the SNR
region in which the threshold phenomenon takes place. These results
demonstrate the successful operation of our DD-DLOC solution in a
rich and highly reverberant UWA environment, and at the same time cor-
roborate our theoretical result in Prop. 1.

5. CONCLUDING REMARKS

The theoretical results of this work have an operational interpretation
and an important implication to the DD-DLOC problem. They suggest
that a system with a DNN that was trained on a dataset representing one
environment (Q..,), which gives rise to a collection of possible CIRs, may
still perform well (in the sense of the upper bounds (6) or (14)) if it is
deployed in a different environment (P..,) that gives rise to a different
collection of possible CIRs, as long as the overall mismatch is not too
large (e.g., (11)). This has been demonstrated when using the deep CNN
discussed in Section 3 for a simulated reverberant UWA environment.
An important aspect to be studied through future lines of this work
is the domain-specific, informed incorporation of randomness to the
training dataset. Such randomness should be selected so as to balance be-
tween localization accuracy and the MSE-robustness to CIR deviations.

$More accurately, a normalized SNR, relative to the average CIR attenuation.
9The CSD was estimated using the method in [27, 28], see also [29].
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