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Abstract

The advancements in fields such as machine-learning have allowed for a growing number
of applications seeking to exploit learning methods. Many such applications involve com-
plex algorithms working over high-dimensional features and are implemented in large
scale systems where power and other resources are abundant. With emerging interest in
embedded applications, nano-scale systems, and mobile devices, which are power and
computation constrained, there is a rising need to find simple, low-power solutions for
common applications such as voice activation.

This thesis develops an ultra-low-power system architecture for voice-command
recognition applications. It optimizes system resources by exploiting compact represen-
tations of the signal features and extracting them with efficient analog front-ends. The
front-end performs feature pre-selection such that only a subset of all available features
are chosen and extracted. Two variations of front-end feature extraction design are devel-
oped, for the applications of text-dependent speaker-verification and user-independent
command recognition, respectively.

For speaker-verification, the features are selected with knowledge of the speaker’s
fundamental frequency and are adapted based on the noise spectrum. The back-end
algorithm, supporting adaptive feature selection, is a weighted dynamic time warping
algorithm that removes signal misalignments and mitigates speech rate variations while
preserving the signal envelope.

In the case of user-independent command recognition, a universal set of features are
selected without using speaker-specific information. The back-end classifier is enabled by
a novel multi-band deep neural network model that processes only the selected features
at each decision.

In experiments, the proposed systems achieve improved accuracy with noise robust-
ness using significantly less power consumption and computation than existing systems.
Components of the front- and back-ends have been implemented in hardware, and the
end-to-end system power consumption is kept under a few hundred µWs.

Thesis Supervisor: Gregory W. Wornell
Title: Sumitomo Professor of Engineering
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Chapter 1

Introduction

1.1 The future of computing

With increasingly capable hardware and low-cost computing resources, current engineer-

ing systems are becoming more complex and general purpose. Common functions such

as classification and detection usually involve many stages of processing. In these sys-

tems, raw data are usually acquired at rates much higher than the Nyquist rate and with

rich details in order to minimize information loss at an early stage. This approach of first

acquiring all possible information and then performing data reduction afterward offers

the benefits of blind signal acquisition and flexible downstream processing. However,

this comes at the costs of high-rate data conversion, high-speed processing, and high

computation complexity due to the large input signal dimension. All of these factors can

contribute to the system power consumption. Therefore, when power and computation

complexity are strictly limited, the conventional approach needs to be reconsidered.

One special opportunity lies in the area of application-specific designs. When the

end-application is limited to one or a set of well-defined tasks, the entire system archi-

tecture can be optimized to directly exploit relevant information, thus achieving faster,

more power-efficient, more accurate and more robust performances. In particular, the

following techniques are applied to system design:

(1) Low computation complexity through early stage feature pre-selection: when the

essential features for the end application reside in a space whose dimension is much lower
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CHAPTER 1. INTRODUCTION

than the dimension of the raw data, performing signal dimension reduction at the front of

the processing pipeline would potentially reduce the data-conversion rate and the com-

putation complexity for all downstream processors. For example, consider the human

visual system, which has evolved to be exceptionally efficient for targeted tasks such as

identifying a dangerous situation from complex natural images. Instead of capturing and

processing a high resolution image of the entire scene, the visual sensory system ignores

details in the information-rich images and only extracts a few key features such as speed,

color, size and shape to enable time-critical decision making [1, 2]. Similarly, for speech

recognition, the essential speech features lie in the modulated harmonics of a person’s

voice, which occupy a small portion of the full speech spectrum. This property can be

utilized to enable low complexity processing through early stage feature extraction.

(2) Improved noise robustness through feature pre-selection: sometimes, less is more.

For tasks such as speech recognition, higher accuracy can be achieved by discarding

noisy contents and making decisions based on a smaller set of high quality features [3–5].

Hence, by disregarding noisy information, not only can we save the effort on acquiring

and processing corrupted data, but the system recognition accuracy can also be improved.

(3) Adaptive feature extraction and processing: most classification systems acquire

and process information (e.g., features) in a fixed manner. When there is a constraint on

power consumption, a more efficient approach is to achieve the desirable performance

through adaptive processing using minimum efforts. For example, a smaller number of

high quality features are needed to yield the same performance as a larger number of low

quality features. In other words, system efficiency can be improved by enabling adaptive

feature selection and adaptive processing such that the most appropriate feature selection

choices can be made in real-time based on factors such as the background noise level.

We propose an architecture that incorporates these design concepts and demon-

strate that it achieves fast, accurate, low-power consumption and low-complexity per-

formances. The biggest challenges to building such a system involve identifying the key

information bearing features, finding an efficient method to extract the features and back-

end algorithms that support adaptive feature processing. The specifics of the system are

developed based on considerations for low-power voice command recognition applica-
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tions. Nevertheless, this architecture is applicable to a wider range of signals whose fea-

tures lie in a low-dimensional space compared to the raw data. The design concepts of

such an architecture can be applied to a variety of systems where power-consumption

and computation complexity limit system design.

1.2 Speech recognition applications

With the increasing popularity of mobile devices and wearable electronics, it is of in-

terest to enable full voice interaction beginning with low-power, voice wake-up. Exist-

ing command recognition algorithms achieve excellent accuracy. Nevertheless, they are

prohibitively power-consuming for standalone devices such as smartwatches or smart-

phones. In this thesis, we propose an architecture for voice wake-up systems, which, in

addition to being low-power and low-complexity, achieves high recognition accuracy and

improved noise robustness compared to existing systems.

More specifically, our task is to design a system that continuously listens to the sur-

rounding environment and recognizes a small set of short commands such as ‘hi, galaxy’

in order to wake up the host device. With this staged gating approach, the overall system

power consumption for the mobile device can be kept low while staying perceptually

always-on.

1.3 Research scope

The problem of automatic speech recognition (ASR) has been widely studied and re-

searched for decades. Recent research in speech recognition systems are achieving un-

precedented accuracies [6,7]. Even though the goal is simple and clear —to decode speech

sounds into text —the problem is quite complex and can be formulated in many different

ways for a wide range of applications from speech dictation, speech-to-text-processing,

translation, voice control to voice dialing. There are also many variations of the speech

recognition problem including keyword recognition, interactive control systems, large

vocabulary speech understanding, and speaker-verification, etc. For a comprehensive in-

troduction on ASR history and an in-depth discussion on the details of the technology,

one may refer to popular texts such as [8] and [9].
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Figure 1-1: Research scope: the unshaded blocks indicate our research focus in the general
field of speech recognition

Figure 1-1 outlines where our research lies within the broader field of speech recog-

nition. The unshaded blocks indicate the region of our research interests and the shaded

blocks correspond to the topics outside our research scope. Each column corresponds to

a different aspect of the system.

General speech recognition systems are designed to recognize arbitrary sentences

from a large vocabulary. In contrast, our research falls under the umbrella of small-

vocabulary speech recognition, where the goal is to detect a small set of voice commands.

The voice commands are short and are expected to be less than one second. In the context

of conventional speech recognition technologies, this problem is also known as keyword

spotting (KWS) [10] or spoken-term detection [11].

Instead of translating continuous speech to text (e.g., automatic speech dictation) or

recognizing phrases from segmented speech that has been preprocessed and trimmed

(e.g., automatic menu-selection over phone), our research aims at spotting short com-

mands from unconstrained continuous speech. To enable system design for practical

applications, one aspect of our research focus is noise robustness so that the recogni-

tion system achieves high accuracy under both quiet and noisy conditions. Most existing

speech recognizers take advantage of pre-trained language models, such as the popular
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tri-phone model [12]. To build a robust system that accepts speech in any language, we

will not constrain our system to any language-specific models.

Our research studies two categories of speaker modes: speaker-independent recogni-

tion and text-dependent speaker-verification (SV). Speaker-independent speech recogni-

tion systems are trained with thousands of samples from a prescribed list of keywords,

uttered by a variety of users, such that the system can then recognize the keywords from

arbitrary users, including new users that it has never seen before. On the other hand,

the text-dependent SV system does not require pre-training with a large amount of data,

even though model pre-training can still be applied as prior knowledge. It takes in a

few enrollment samples from the user when the system is first initiated and then rec-

ognizes the voice-command and the speaker in a joint manner. This text-dependent SV

system allows the users to define their own keywords and enables customizable voice-

authenticated wake-up.

There is a wide range of existing systems that offer good solutions to the command

recognition problem. What makes them unfit for our application is their large power-

consumption and heavy computation. The biggest challenge to our research is to de-

sign a system such that its end-to-end power consumption is confined to the µW range.

Potential applications of the voice-command recognition system include activation and

authentication for cellphones, google-glass, smart watches, etc.

1.4 Prior work on speech recognition hardware

Most speech recognition systems are implemented on general purpose computing hard-

ware. The small number of application specific speech recognition systems are imple-

mented on either field-programmable gate arrays (FPGAs) or application-specific inte-

grated circuits (ASICs) mostly for the application of large vocabulary speech recognition.

Application specific large vocabulary speech recognition hardware offers the bene-

fits of faster processing speed and lower power consumption. Some of these systems

are implemented on FPGAs for vocabulary sizes ranging from 5K to 92K words. These

systems deliver faster processing speeds by optimizing resource allocation and memory
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bandwidth utilization [13–15]. FPGA designs do not predominate in low-power speech

recognition hardware designs.

For the purpose of low-power large vocabulary speech recognition and low-power

voice activity detection (VAD), ASIC technologies are achieving incomparable power ef-

ficiencies. For vocabulary sizes ranging from 5K to 60K words, power consumption can

be kept under a few hundred mW [16–18] to a few watts [19]. A recent research reports

a power consumption of 5mW for a 5K word recognizer [20]. Tradeoffs between power

consumption and recognition accuracy can be made depending on design requirements.

In addition, average system power consumption for continuous time speech recognition

can be reduced by combining the large vocabulary speech recognizer with a front-end

VAD. A wide range of algorithms are proposed for VAD design and existing ASIC de-

signs have brought down the VAD power consumption to as little as 6µWs [21].

The field of µW voice-command recognition hardware for small vocabulary sizes re-

mains unexplored.

1.5 Contributions

In this thesis, we develop an architecture for voice-command recognition systems. The

proposed system achieves ultra-low power consumption by performing early stage signal

dimension reduction and adaptive signal acquisition and processing. The system consists

of a feature extraction front-end and a recognition back-end. We propose new techniques

for both components.

Through cepstral analysis, we first show that the most essential information for speech

recognition can be captured within a few judiciously selected spectral features. By pre-

selecting a small subset of features, our system allows for lower-rate signal acquisition

and simpler down-stream processing. Using the technique of multi-coset sampling, we

propose an efficient procedure for extracting the pre-selected spectral features by sam-

pling the signal at its Landau rate (i.e., the minimum rate required to sample the signal).

We propose two variations for the front-end design, which are separately applied to

the applications of text-dependent speaker-verification and user-independent command

recognition. We develop low-complexity and adaptive back-end feature processing al-
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gorithms for both applications. A weighted dynamic time warping algorithm is devel-

oped for the speaker verification application. It removes signal misalignments and miti-

gates speech rate variations while preserving the shapes of the signal envelope. For user-

independent command recognition, we propose a sparsely-connected multi-band neural

networks model that enables adaptive feature selection and low-complexity computing.

We also propose a hardware design for the proposed system using analog components

combined with a digital processor. Parts of the system are implemented in hardware.

The end-to-end system power consumption is estimated to be under a few hundred µWs.

The proposed system demonstrates comparable accuracy, improved noise robustness and

much lower power consumption compared to conventional systems.

1.6 Thesis outline

In Chapter 2, we introduce the architecture of the proposed system and its components.

We compare and differentiate the proposed system with the conventional speech recogni-

tion systems by examining their high-level architecture as well as individual components.

The proposed system can be broken down into the feature-extraction front-end (Chapters

3 and 4) and the recognition back-end (Chapters 5 and 6).

In Chapter 3, we show that, by utilizing the special structures present in speech

sounds, we can capture the most essential information for speech recognition within

handful of narrowbands using an analog filterbank. In Chapter 4, we then propose an

efficient procedure for extracting the narrowband spectral features using the method of

multi-coset sampling.

The narrowband feature selection and extraction procedure has two variations. In

Chapter 5, we explore applications in speaker-verification with narrowband features se-

lected around the harmonics of the speaker’s fundamental frequency. We introduce the

weighted dynamic time warping algorithm, which achieves improved recognition accu-

racy and reduced signal envelope mutation through adaptive warping path constraining.

In Chapter 6, we integrate the front-end design to a user-independent command

recognition back-end. In this case, the features are universal for all users and are selected

without the knowledge of the speaker’s fundamental frequency. For command recogni-
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tion, we propose a low-complexity multi-band neural network model that is compatible

with the feature adaptive front-end and that achieves comparable recognition accuracy

as the state-of-the art techniques.

A hardware implementation of the system is presented in Chapter 7. Power consump-

tion of the analog components are estimated using existing technologies. The digital com-

ponents of the system are implemented on a low-power micro-controller and their power

consumptions are then measured. Finally, we conclude our studies and discuss future

research directions in Chapter 8.
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Chapter 2

An architecture for low-power

voice-command recognition

A voice-command speech recognition system can be broken down into two stages: an

acoustic feature extraction front-end maps the complex and information-rich speech

waveform into a low-dimensional feature space, and a speech recognition back-end iden-

tifies whether a candidate command was uttered by performing computation on the fea-

tures. In conventional systems, the feature extraction unit is common to most applica-

tions, including large vocabulary continuous speech recognition as well as KWS. On the

other hand, there is a large number of variations available for the recognition stage to

serve different applications. What is common among these system is that, they usually

require multiple stage processing and complex computation on high dimensional fea-

tures.

In this chapter, we describe the architecture proposed for low-power voice-command

recognition, and compare it with the architecture of a conventional speech recognition

system. We show that, by using new types of front- and back-ends, the proposed system

architecture enables significantly lower-complexity computation and improved system

power efficiency for the application of voice-command recognition.
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Figure 2-1: Architecture of a conventional speech recognition system, which can be bro-
ken down into a feature extraction front-end and a recognition back-end. The steps taken
to extract the acoustic features, including sampling, windowing and feature computa-
tion are common in most ASR systems. The speech recognition unit can be considered as
searching for the word(s) that best matches the input features and are designed differently
for different applications.

2.1 A conventional speech recognition system

Figure 2-1 shows the system architecture that is widely adopted in conventional speech

recognition systems. The system is composed of the feature extraction front-end and the

recognition back-end. The acoustic feature extraction process is completed in three stages.

First, analog-to-digital (ADC) conversion quantizes the analog acoustic signal into digi-

tal samples. Then, the digital samples are segmented into overlapping window frames.

Each frame is processed through an acoustic feature extraction unit, which transforms the

raw speech frame into a vector of acoustic features. Some of the most popular acoustic

feature representations include the Mel-frequency cepstral coefficients (MFCCs) [9] and

the perceptual linear predictive (PLP) coefficients [9, 22]. The acoustic feature extraction

unit aims at condensing the high-rate raw samples into a low-dimensional feature vector,

which provides a compact representation of the speech content.

The recognition step can be considered as searching for the word(s) that best matches

the input features. Depending on the specific application, the recognition unit often in-

corporates prior knowledge to guide the search process. For example, acoustic models,

lexical models and languages models trained off-line with a pool of training data are

often used in speech recognition to provide a statistical representation of spoken lan-
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guage [8,12]. Many core technologies such as the Gaussian mixture models (GMMs), hid-

den Markov models (HMMs) and n-gram language models are widely applied to model

different aspects of speech.

Figure 2-2: An example of the conventional ASR process: the raw signal is sampled at
16kHz and then framed with 25ms windows with 10ms spacing. The MFCC acoustic
features are extracted for each frame. Then, the raw acoustic features are applied to the
widely used GMM models, which generates a phonetic posterior given the acoustic fea-
tures. The sequence of phonetic posteriogram is then fed through a HMM model to com-
plete the word search.

Figure 2-2 provides an example of the speech recognition process with parameters

typically used in conventional systems. Usually, wide-band speech signals are sampled

at around 16kHz. The samples are then segmented into overlapping frames with 25ms

window length and 10ms spacing. In this case, each frame consists of 400 samples and

every frame is then mapped to a 13-dim MFCC feature vector (often augmented with

first and second MFCC derivatives) through a 40 band digital filter-bank. These signal

pre-processing steps, including sampling, windowing and acoustic feature extraction, are
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common in most ASR systems. The subsequent recognition component can be configured

in many different variations depending on the specific application.

In the example illustrated in Figure 2-2, the recognition system first performs acoustic

modeling with GMMs or artificial neural networks (ANNs) [7, 23–25] to generate a pho-

netic posteriogram of the speech input. The time-sequence of phonetic posteriograms are

then fed through a HMM to complete the word search.

There are many alternative algorithms designed for the recognition task. For small vo-

cabulary KWS, there are template based algorithms [26, 27] and model based algorithms

that use HMM models [28–30] or DNNs [31] to model the targeted keywords. Some apply

the large-vocabulary continuous speech system for the application of KWS [32]. Other op-

tions include distance based methods such as nearest neighbors [33] and support vector

machines (SVMs) [34].

Systems based on existing feature extraction and recognition algorithms are pro-

hibitively power-consuming for stand-alone hand-held devices due to several reasons.

First, speech signals are sampled at a rate that is equal to or above the signal Nyquist rate.

The task of removing irrelevant information such as environment information, artifacts

due to speech variation, speaker information and background noise, is left to the acoustic

feature extraction algorithm and later processing steps. This approach of first digitizing

data at a high rate and then performing dimension reduction is quite power expensive

because power consumption of ADCs scale linearly with its sampling rate [35] and the

complexity of downstream processing also scales proportionally with the input dimen-

sion. In other words, if we could perform early stage signal dimension reduction directly

on the analog signal, computation complexity of the overall system may be reduced.

Secondly, without constraints on power consumption or computation complexity, con-

ventional systems acquire and process the maximal amount of information at all times,

aiming to achieve the optimal accuracy. This blind approach is not desirable under sys-

tem power constraints. Depending on the signal quality, the marginal gain in accuracy

by using more data may be diminishing. As a result, system power efficiency can be im-

proved if feature extraction and processing are adaptively optimized based on the input

signal quality.
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2.2 Architecture for low-power voice command recognition

Figure 2-3: Architecture of the proposed low-power command recognition system: it per-
forms spectral domain feature extraction directly on the analog waveform before being
converted to digital samples. No prior model is included and classification is conducted
directly on the acoustic features.

On the other hand, Figure 2-3 presents the high-level architecture of the proposed

system which consists of an adaptive feature pre-selection unit, a mixed-signal feature

extraction front-end and a low-complexity speech recognition back-end.

Desirable recognition accuracy can be achieved without acquiring and processing the

full speech spectrum. The challenge mainly involves determining a set of compact fea-

tures that are easy to extract with simple circuitry while still retaining sufficient informa-

tion for command classification. Exploiting the structure in speech and compact represen-

tations of speech features in the spectral domain, our system reduces system complexity

by pre-selecting and processing only a subset of all available features.

2.2.1 Feature pre-selection

The feature pre-selection unit adaptively selects the ‘best’ features in real time depending

on factors such as the background noise and engineering design criteria. The feature

extraction unit consists of a combination of analog filterbanks, ADCs and low-complexity

digital processing. Instead of sampling the signal at its Nyquist rate and then performing

feature extraction on the digitized signal, our system filters out redundant information

and acquires only the pre-selected features with efficient analog front-ends (AFEs) at the

beginning of the processing pipeline. Signal sampling is performed on the sparse spectral
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features with a few uniform low-rate samplers, each running at a few hundred hertz.

To fully exploit the benefits of feature pre-selection, we propose efficient sampling and

feature extraction algorithms such that the total sampling rate and processing complexity

are proportional to the amount of information content extracted by the AFE.

2.2.2 Feature adaptive recognition

The back-end recognition unit utilizes different decision making algorithms depending

on the specific application. A special characteristic that distinguishes our recognition

back-ends from conventional systems is its adaptivity on feature inputs. Our system back-

ends are designed to be compatible with the adaptive feature extraction front-end such

that the recognition decision can be made with an arbitrary set of input features. In the

sequel, we propose multiple command recognition algorithms for different applications

including text-dependent speaker-verification and user-independent command recogni-

tion.

System support for adaptive processing is highly beneficial because speech content for

recognition is redundant in the spectral sub-bands, and a subset of all the available bands

can be sufficient for the recognition task. Hence, the proposed system scales processing

power by using fewer sub-band features when there is no background noise and more

when there is noise. In addition, conventional systems concatenate all sub-band features

into a super-vector regardless of noise conditions, which could result in poor recognition

even when a single band is corrupted. In contrast, we can mitigate the loss of granular

SNR by actively discarding the noisy features and retaining only the high quality ones

[5, 36, 37]

2.3 Summary

In this chapter, we introduced conventional ASR architectures and proposed a new ar-

chitecture for low-power voice-command recognition systems. In a conventional ASR

system, the speech signal is first sampled at rates equal to or higher than the Nyquist

rate. The high-dimensional digital signal is then processed with a large number of sub-
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sequent steps to extract its low-dimensional features. The recognition unit analyzes the

features to make the final recognition decision through multi-stage processing.

In contrast, the proposed system performs signal dimension reduction directly on the

analog signal before it is digitized. First, spectral domain features are pre-selected based

on information such as the fundamental frequencies of speech and the noise spectrum.

The selected features are acquired by filtering the speech signal with an analog filterbank

and then digitized at a much lower rate than the signal Nyquist rate. The recognition

back-ends are designed to be compatible with the adaptive feature selection front-end

such that a recognition decision can be made using an arbitrary subset of features.

By using feature pre-selection, early-stage feature extraction with an AFE and feature-

adaptive recognition, the proposed system operates at much lower sampling and process-

ing rates than conventional systems, thus enabling a low-power system designs.
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Chapter 3

The narrowband spectral features

In speech processing, the purpose of the acoustic feature extraction step is to map the

complex and information-rich raw speech waveform into a low-dimensional representa-

tion, which is used as inputs to the back-end pattern recognizer to distinguish examples

of different classes (i.e., identifying the uttered word). This feature extraction step not

only transforms the input into a more compact form, but it also helps to reduce the vari-

abilities of examples of the same class. In the case of speech signals, the acoustic features

usually consist of some evaluation of the signal power spectrum. The accuracy of the final

recognition decision heavily depends on the effectiveness of the feature extraction step.

Current research mainly focuses on the recognition unit instead of the feature extrac-

tion unit. This is because popular acoustic features such as the MFCCs, Mel-frequency

spectral coefficients (MFSCs) (i.e., the filterbank features [38]) and the PLP coefficients

have demonstrated unparalleled experimental performance. Even though these conven-

tional features yield excellent recognition accuracy, the feature extraction procedure for

these features generally requires high fidelity raw speech data and a multi-stage process-

ing pipeline, which involves high-complexity processing. Therefore, they are not directly

applicable to our low-power system design.

In this chapter, we first review the basics of speech generation and how speech content

is embedded in the speech spectrum. Then, we study existing speech feature extraction

schemes to better understand how they are designed and why they are overly complex

for our system. Through cepstral analysis, we propose a new set of acoustic features.
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These features consist of spectral contents extracted from a small subset of the full speech

spectrum. We show through analysis that these selected features contain the most essen-

tial information for speech recognition and can be efficiently extracted in the analog do-

main. Through early-stage signal feature pre-selection using an analog front-end (AFE),

the sampling and processing rates for all downsteam components can be reduced.

3.1 Background on speech sound generation

Before we start to analyze the feature extraction process, it is helpful to first review how

speech signals are generated and their representations in terms of spectrograms. A spec-

trogram is a visual representation of the speech power across the frequency spectrum as

time varies. It is obtained by first taking the short-time Fourier transform (STFT) of the

speech signal and then computing its power.

Figure 3-1: Spectrogram illustration of the speech sound generation process.

Figure 3-1 shows the spectrograms of the speech generation process. The horizontal

axis of the spectrogram corresponds to time; the vertical axis corresponds to frequency;

and the color temperature at a point indicates the amount of power within its corre-

sponding time-frame and frequency. First, the vocal fold vibration generates a glottal

pulse, whose form is usually represented by a sinusoidal wave at the fundamental fre-

quency. As a result of the signal periodicity, harmonics of the glottal pulse are created as

it travels through the speaker’s vocal tract. In Figure 3-1-(a), the harmonics of the fun-

damental frequency are shown as evenly spaced horizontal stripes with spacings equal

to the fundamental frequency. Speeches with low fundamental frequency have closely

packed harmonics; whereas, in the high fundamental frequency case, the harmonics are

more spaced out. Usually, the low frequency harmonics carry more energy than higher
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frequency harmonics, and men’s voice tend to have lower fundamental frequency than

women’s. As the glottal pulse travels through the speaker’s vocal tract, it is modulated

by the vocal tract transfer function. Figure 3-1-(b) shows an example of the vocal-tract

modulation function. Since we are constantly changing the shape of the vocal tract when

we speak, the vocal tract can be considered as a time-varying filter. Figure 3-1-(c) shows

the spectrogram of the final speech signal.

Figure 3-2: An example of the spectrogram of the speech command ‘OK Glass’. The
horizontal strips correspond to the harmonics. The high energy spectral components
correspond to the formants, which are the resonances of the vocal tract. They contain
important speech information.

Figure 3-2 corresponds to the spectrogram of the utterance ‘OK Glass’. The horizontal

strips are located at multiples of the fundamental frequency. These are the harmonics of

the glottal pulse. If we look across the frequency spectrum, we will notice that the energy

at some frequency bands are suppressed while the energy at other frequency bands are

emphasized. This is a result of the vocal tract modulation. The frequencies with relatively

high energy concentration correspond to the formants. They are also called the resonance

of the vocal tract and they carry important speech information. The entire spectrogram

contains a lot of extra information that is not useful for speech recognition. Therefore, the

feature extraction process aims at condensing the information-rich raw speech data and

extracting a compact representation of the essential speech information (e.g., the vocal-

tract modulation function).
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As we will see, cepstral analysis offers an efficient representation of the speech signal

as speech is sparse in the cepstral domain. For example, the widely used MFCC features

correspond to a speech signal representation when it is transformed to the cepstral do-

main [9]. In addition, the homomorphic property of the cepstrum allows us to easily

separate different components of speech and extract the useful features for a dedicated

application [39–41].

3.2 Cepstral analysis of speech

In this section, we review the basis of cepstral analysis. Referring to Section 3.1, a short

segment of speech signal, denoted by s(t), can be modeled as a time-domain convolution

between the excitation signal, e(t), and a time-invariant vocal tract modulation function,

h(t) for the given speech segment:

s(t) = e(t) ∗ h(t). (3.1)

For voiced sounds, e(t) is a periodic glottal pulse with fundamental frequency f0. For

unvoiced sounds, e(t) can be modeled as a stochastic noise sequence. It is understood that

most of the speech information is embedded in the time-varying vocal tract modulation

function h(t) [8, 9, 42].

Taking Fourier transforms, the convolution relationship in (3.1) becomes multiplica-

tion in the frequency domain:

S( f ) = E( f ) · H( f ).

Taking the logarithm of the power spectral density (PSD), the multiplication operation is

converted to summation:

Ŝ( f ) = Ê( f ) + Ĥ( f ), (3.2)

where, Ŝ( f ), Ê( f ) and Ĥ( f ) denote log |S( f )|, log |E( f )| and log |H( f )|, respectively.

By taking the inverse Fourier-transform (IFT) of the logarithm of the PSD, the signal is

transformed to the cepstral domain. Let us use ŝ(τ), ê(τ) and ĥ(τ) to denote IFT(Ŝ( f )),

IFT(Ê( f )) and IFT(Ĥ( f )), respectively. Then, it follows from the linearity of IFT and (3.2)
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Figure 3-3: Cepstral analysis of a speech sample. (a): the spectrogram of a speech com-
mand. (b) and (c) show the logarithm of the PSD of the speech segment. The solid lines
correspond to the PSD and the dashed lines corresponds to the envelope of the PSD. (d):
the signal cepstrum is sparse and consists of two components: ĥ(τ) and ê(τ). (e) shows
the cepstra of the unvoiced frame, where only the ĥ(τ) component is present.

that:

ŝ(τ) = ê(τ) + ĥ(τ).

Figure 3-3 illustrates the process of cepstral analysis. Figure 3-3-(a) shows the spec-

trogram of a speech signal command over a 1s duration. If we fix a time and take a slice

of the spectrogram, we obtain a vector of numbers representing the signal power across

the spectrum at that specific time. Let us take the logarithm of the power values (like

what our auditory system would do) and plot it, we then get the logarithms of the power
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spectral density of the signal at a fixed time frame, as shown in Figure 3-3-(b) and (c).

The narrow spikes (solid lines) are due to the excitation component Ê( f ) and the signal

envelopes (dashed lines) correspond to the modulation function Ĥ( f ) and the high fre-

quency falloff of speech. The excitation components contain important information about

the user, but do not contain much useful information about the speech content except for

tonal languages. Most of the useful speech information is embedded in the slow-varying

envelope of the spectrum [42].

Figure 3-3-(d) and (e) show the signal cepstrum. The horizontal axis of the cepstrum

diagram corresponds to quefrency, which has the unit of ms (i.e., cycle/kHz) and is an

indication of how fast the power spectrum varies with frequency. The vertical axis cor-

responds to the amplitude of the cepstral component at a certain quefrency. When trans-

formed to the cepstral domain, the speech signal becomes sparse. The low-quefrency

component corresponds to vocal-tract modulation: ĥ(τ), and the higher-quefrency com-

ponent corresponds to the excitation signal, ê(τ). Usually, the location, θe, of the exci-

tation component is much higher than the cutoff quefrency, θh, of Ĥ( f ). The location

of the excitation component θe is related to the speaker’s fundamental frequency f0 by:

θe = 1/ f0 s (i.e., cycle/Hz). The low-quefrency components contain most of the infor-

mation for speech recognition and are often extracted as acoustic features in conventional

systems [39–41].

Figure 3-4 plots the cepstral coefficients throughout a one second speech utterance.

The horizontal axis corresponds to time and the vertical axis corresponds to quefrency.

The amplitude of the cepstral coefficient at a specific time and quefrency is indicated

by the color temperature. As show in the figure, the vocal tract modulation component

of the signal stays small throughout the one second speech utterance and it is a result

of the physical limitation of the vocal tract and it holds for general speech [42]. As a

result, a conventional approach for extracting the ĥ(τ) components and discarding the

redundant and irrelevant information is to perform ‘liftering’, which is equivalent to low-

pass filtering in the cepstral domain [39]. The widely used MFCCs are obtained in this

manner.
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Figure 3-4: Cepstral coefficients of a speech utterance with 1s duration. It indicates that
the formant quefrency stays low throughout the speech segment.

3.3 Mel-frequency cepstral coefficients

Figure 3-5: Block diagram of the MFCC feature extraction process. The computation is
performed at every frame and a MFCC feature vector of length around 13 is computed
for each frame.

MFCC features are widely used in speech recognition systems. Figure 3-5 shows the

block diagram of the MFCC feature extraction system. First, the analog speech sound is

converted to digital samples at a rate of around 16 kilo-samples per second. To obtain the

MFCC coefficients, each speech frame is transformed to the frequency domain by taking

its STFT. Then, the frequency axis is rescaled based on the Mel-frequency scale, which

was developed experimentally to approximate human auditory perception system. The
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Figure 3-6: Frequency response of a 23-band Mel-frequency filter bank example

frequency response of the Mel-scale filter bank is shown in Figure 3-6. For frequencies be-

low 1kHz, the filter bands are placed with linear spacing. Above 1kHz, the scale becomes

logarithmic and the Mel-frequencies are approximated with the equation:

Fmel =
1000

log10 (2)
·
[

1 +
FHz

1000

]
.

To compress the signal dynamic range, the logarithm of the power amplitude for each

band is taken to obtain the Mel-frequency spectral coefficients (MFSCs). Finally, the MF-

SCs are transformed to the cepstral domain by taking the IDFT. As described in Section

3.2, the signal is sparse in the cepstral domain and only the coefficients corresponding

to the low quefrency contents are useful for speech recognition. As a result, we perform

liftering to obtain the low-quefrency components of the cepstral coefficients (e.g., the first

13 coefficients). These are the MFCCs. The first and second derivatives of the MFCCs

represent the ‘velocity’ and the ‘acceleration’ of the power evolution with respect to time.

They are combined with the first-order MFCCs, as well as total energy, to form a feature

super-vector, whose dimension is usually 40. For example, if speech signal is processed

at 100 frames per second. A one second speech segment will be represented by a time

sequence of 100 MFCC vectors, each having a dimension of 40.

MFCC features have yielded good performance for speech recognition purposes as

(1) they are informative of speech content; (2) elements of the MFCC feature are approx-

imately uncorrelated and, thus can be well modeled by the GMMs; and (3) speech can

be represented with a small number of coefficients due to signal sparsity in the cepstral

40



3.4. NARROWBAND FEATURES FOR SPEECH RECOGNITION

domain. Nevertheless, they are not suitable for our low-power system because the fea-

ture extraction process itself is complex. It requires sampling the full signal spectrum

and transforming the time-domain samples to the cepstral domain before discarding the

redundant information. Hence, due to sampling and processing of the high-dimensional

raw speech signal and the large number of steps involved in feature extraction, it is highly

desirable to seek an alternative when power consumption is a constraint.

3.4 Narrowband features for speech recognition

Given that a major driver of power consumption in cepstral domain feature extraction

is the high-rate sampling and the pre-processing required to transform the signal to the

cepstral domain, we propose a feature extraction method that performs dimensional re-

duction directly on the time-domain signal, using a small number of analog narrowband

filters. We will show that substantially the same features can be extracted through analog

filtering of the raw speech waveform by exploiting certain properties of speech.

Figure 3-7-(a) depicts the logarithm of the PSD of a typical speech frame. The fast fluc-

tuation corresponds to the glottal pulse excitation Ê( f ) at the fundamental frequency f0

and its harmonics, and the envelope (dashed line in Figure 3-7-(c)) outlines Ĥ( f ), the vo-

cal tract modulation function. The cepstral domain also shows these two components:

ê(τ) represented by a delta function at θe and ĥ(τ) represented by a narrow triangle

(Figure 3-7-(b)). Since the most essential information of ĥ(τ) is concentrated at the low-

quefrencies (typically under 2-3 cycle/kHz [39, 42]), the ĥ(τ) component is shown with a

cutoff at θh in Figure 3-7-(b).

The constraint that ĥ(τ) is assumed to be (cepstrally) band-limited to low quefrencies

allows the opportunity to ‘under-sample’ the spectral domain signal. Consider the case

where we sample Ŝ( f ) at a set of evenly-spaced points (dots in Figure 3-7(c)). The point

sampling function is defined by P( f ):

P( f ) = ∑
k∈Z

δ( f − k∆p),

41



CHAPTER 3. THE NARROWBAND SPECTRAL FEATURES

Figure 3-7: Narrowband feature extraction: (a) and (b) show the PSD and the cepstrum of
a speech segment. The cepstrum is simplified as the summation of ĥ(τ) (triangle shape)
and ê(τ) (delta function). In (c), Ŝ( f ) is measured at evenly spaced points (denoted by
Ŝp( f )). ∆p is an integer multiple of f0. In (d), ŝp(τ) (cepstrum of Ŝp( f )) is an aliased
version of ŝ(τ). In (e), Ŝ( f ) is measured with evenly spaced rectangular functions with
arbitrary spacing, ∆p. Aliasing between ĥ(τ) and ê(τ) occurs in (f) and ê(τ) is attenuated
with the sinc function.

where ∆p = β f0 is an integer multiple of the fundamental frequency. In the example in

Figure 3-7(c), β = 5.
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The sampled PSD, Ŝp( f ), can be expressed as the product of Ŝ( f ) and the sampling

function P( f ):

Ŝp( f ) = Ŝ( f )× ∑
k∈Z

δ( f − k∆p).

The cepstrum of P( f ) is another set of delta functions spaced by 1/∆p. Since multipli-

cation becomes convolution in the cepstral domain, the cepstrum of Ŝp( f ), denoted by

ŝp(τ), is an aliased version of ŝ(τ) (Figure 3-7(d)):

ŝp(τ) = ∑
k∈Z

(ê(τ − k
∆p

) + ĥ(τ − k
∆p

)).

As long as we choose ∆p < 1
2θh

, repetitions of ĥ(τ) and ê(τ) will not overlap. With ∆p =

β f0 = β/θe, copies of ê(τ) occur at 0 and multiples of θe/β (Figure 3-7-(d)). Hence, the

vocal tract modulation components, ĥ(τ), are not corrupted by aliasing and are preserved

in the ‘sampled’ spectrum Sp( f ). What this implies is that if we have a good estimation

of the fundamental frequency, f0, a few judiciously selected points from the signal PSD

can capture most of the essential speech information ĥ(τ).

What if the estimation of the fundamental frequency f0 is not accurate? In this case,

ê(τ) is not centered around 0 and may be aliased with ĥ(τ). This problem can be miti-

gated by ‘sampling’ Ŝ( f ) with rectangular windows instead of delta functions. As shown

in Figure 3-7-(e), we measure Ŝ( f ) using a set of evenly spaced rectangular windows (im-

plemented as a set of narrowband filters). The rectangular window train can be expressed

as the convolution of the point sampling function Sp( f ) and a scaled rectangular function

of width W0:

G( f ) = P( f ) ∗ rectW0( f ),

= ∑
k∈Z

rectW0( f − k∆p),
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where,

rectW0( f ) =


1

W0
, if −W0

2 < f < W0
2

0, otherwise.

Since the cepstrum of the rectangular function is a sinc function and convolution in the

frequency domain becomes multiplication in the cepstral domain, the cepstrum of G( f )

is an impulse train whose amplitudes are scaled by the sinc function:

ĝ(τ) = ∑
k∈Z

sinc(W0π
k

∆p
)δ(τ − k

∆p
).

Therefore, the filtered spectrum, ŝr(τ), is an aliased version of ŝ(τ) where the amplitudes

of the aliased copies are scaled by the amplitude of a sinc function as follows:

ŝr = (ĥ(τ) + ê(τ)) ∗ ĝ(τ),

= (ĥ(τ) + ê(τ)) ∗
(

∑
k∈Z

sinc(W0π
k

∆p
)δ(τ − k

∆p
)

)
,

= ∑
k∈Z

sinc
(

W0π
k

∆p

)(
ê(τ − k

∆p
) + ĥ(τ − k

∆p
)

)
.

This is illustrated in Figures 3-7-(e) and 3-7-(f). The modulation function ĥ(τ) is now

aliased with ê(τ − k∗/∆p), where,

k∗ =
⌊

θe

1/∆p

⌋
, (3.3)

and the location of aliasing is offset from 0 at (θe − k∗/∆p). When ∆p = β f0, this offset

is equal to 0. As indicated in Figure 3-7-(f), the amplitude of the aliasing component is

scaled by a sinc function:

sinc
(

W0π
k∗

∆p

)
· ê
(

τ − k∗

∆p

)
.
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As a result, the wider the filter bandwidth W0, the more attenuation there is on ê(τ −

k∗/∆p), and hence, the less ĥ(τ) will suffer from aliasing with ê(τ). As long as ∆p < 1
2θh

is still satisfied, ĥ(τ) will not be corrupted by its own aliases.

For example, with a filter bank spacing of ∆p = 800Hz = 0.8kHz, filter bandwidth

W0 = 0.2kHz and speech fundamental frequency f0 = 100Hz = 0.1kHz, the low que-

frency corruption from the component of ê(τ) is approximately −0.04ê(τ − k∗). In short,

the information captured with the set of narrowbands retains the vocal tract modulation

component, ĥ(τ), and can be used as features for downstream voice-command recogni-

tion.

3.5 Applications of the narrow-band spectral features

The narrow-band spectral features can be used when we have knowledge of the fun-

damental frequency, f0, as well as, when we do not know f0. When f0 is known, the

bandwidths of the narrowband features can be narrower and they are centered around

the harmonics of f0. We call this the ‘ f0 dependent narrow-band spectral coefficients’

(NBSCs). For a detailed implementation guide, see Appendix D.

When f0 is unknown, the narrow-bands are chosen to be evenly spaced across the

frequency spectrum, as described in Section 3.4. We call this the ‘universal NBSCs’.

3.6 Summary

In this chapter, we have shown that by filtering the signal with a set of narrowband fil-

ters, which are centered around the harmonics of the speech signal and are evenly-spaced

across the frequency spectrum, essential speech information for speech recognition is pre-

served.

When we have an accurate estimate of f0, the features are selected to narrowly center

around the harmonics of speech, which possess high signal energy concentration. With

these high in-band SNR features, the system can potential achieve better accuracy than

using the general Mel-frequency band features.

It is important to point out that even when the narrowband features are extracted

around the harmonics, which uses the information of f0, the exact value of f0 may be lost.
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For example, if two speakers have very similar vocal tract characteristics ĥ(τ), but one

person’s fundamental frequency is an exact multiple of the other person’s, narrowband

features from these two speakers may be indistinguishable.

When f0 is unknown or inaccurate, the insufficiency in fundamental frequency esti-

mation can be compensated by increasing the bandwidth of the narrowband filters.

The narrowband spectral features are preferable because they require a smaller num-

ber of filters (e.g., ∼ 10) in comparison to a set of 26− 40 filters used in conventional sys-

tems. More importantly, signal dimension reduction and feature extraction are performed

directly on the time-domain signal without transformation to the cepstral domain, which

reduces the processing complexity for feature extraction.

In Chapter 5, we explore applications in speaker-verification with narrowband fea-

tures selected around the harmonics of the speaker’s fundamental frequency (i.e., f0 de-

pendent NBSCs). In Chapter 6, we explore applications in user-independent command

recognition with universal narrowband features that are common for all users (i.e., uni-

versal NBSCs).
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Chapter 4

Narrowband acoustic feature extraction

The conventional method of acoustic feature extraction involves high-rate sampling and

spectral content acquisition using a large number of filters (26 to 40). In Chapter 3, we

have shown that most essential speech information can be captured within a small num-

ber of narrowbands. Hence, we propose a feature pre-selection approach in which only a

subset of the full-spectrum is acquired for downstream processing and decision making.

More specifically, our feature extraction front-end performs dimension reduction using

an analog filterbank before digitization and processing even begin.

Figure 4-1 shows the spectrogram and the PSD of the speech signal before and after the

bandpass filtering process. After bandpass filtering, the signal is sparse in the frequency

domain and is concentrated in a few narrowbands. Even though the bandwidth of the

signal may be unchanged by filtering, the total number of samples needed to represent

the multi-band signal is significantly fewer than that dictated by usual Nyquist rate of the

original speech signal. The minimum sampling rate is equal to the total bandwidth of the

occupied narrowbands [43].

In this chapter, we first review existing low-rate sampling methods for extracting fea-

tures from the multi-band signal and propose an efficient sampling scheme to transform

the multi-band analog signal to feature vectors such that the minimum number of sam-

ples are obtained without the requirement of additional analog components beside filters.
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Figure 4-1: Spectrogram and PSD of a short speech sample before and after band-pass
filtering.

4.1 Conventional methods for multi-band feature extraction

Figure 4-2 shows the standard approach for extracting contents from a multi-band signal

through sampling. After band-pass filtering, signals in each of the sub-bands are shifted

to the baseband by multiplying the signal with a sinusoidal signal. Then, each narrow-

band signal is filtered with a low-pass filter and digitized to discrete samples. Each ADC

is operating at the Nyquist rate of the baseband signal (i.e. 2 times the bandwidth of the

narrowband). In the end, logarithms of the sub-band power amplitudes are used as fea-

ture vectors. This approach requires additional analog components such as the frequency

shifters and analog low-pass filters. The frequency shifters need to be tuned in real-time

according to the center frequencies of the narrowband signals. The additional hardware

required for this processing increases with the maximum number of narrowbands, and

making it costly and infeasible for our application.

A second method for extracting the sub-band features is shown in Figure 4-3 [44, 45].

This method is widely used for analog domain acoustic feature extractions (e.g. MFCC).

With this implementation, the signal in each sub-band is passed through a rectifier, which

is a non-linear operator that follows the envelope of the input signal. The outputs of the

rectifiers are then filtered with low-pass filters to remove the fluctuating residuals and

sampled at the Nyquist rate of the sub-bands. The rectification operation has the short-
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Figure 4-2: A common approach to sample a bandpass signal: each narrowband signal is
shifted to the baseband, low-pass filtered and digitized separately. The additional hard-
ware required for this operation increases with the number of non-zero narrows bands of
the signal output at the bandpass filter banks.

coming of being inexact. The discrepancy between the rectified signal and the actual

sub-band signal increases as the sub-band signal center frequency decreases. In addition,

a rectifier is an analog component that consists of arrays of capacitors, which occupies

large areas (meaning high costs) and are susceptible to process variations.

In order to simplify the sampling process and reduce the amount of the hardware

required for feature extraction, we propose a method that directly sample the multi-band

band-pass signal with a few low-rate uniform samplers using the method of multi-coset

sampling.
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Figure 4-3: A common approach for acoustic feature extraction. Each narrowband signal
is passed through a rectifier to extract its power envelope. The rectification operation is
non-linear and it is followed by low-pass filtering to remove high frequency residual.

4.2 Feature extraction with bandpass filtering and multi-

coset sampling

Figure 4-4 shows the flow diagram of the proposed feature extraction front-end, which

samples the bandpass signal using the technique of multi-coset sampling [46, 47]. The

sampling unit consists of a set of low-rate uniform samplers. The number of samplers

is equal to the total number of occupied narrowbands of the signal (counting both the

positive and the negative frequency spectra). The samplers are operating at the same

rate, which is equal to the bandwidth of the narrowbands. Therefore, the total sampling

rate is equal to the sum of bandwidths of the occupied narrowbands or the Landau rate.

Since the samplers are sampling the multi-band signal at sub-Nyquist rate, the samplers’

outputs are aliased versions of the multi-band signal [46]. These samplers are designed
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Figure 4-4: Proposed architecture for low-power feature extraction: spectral domain di-
mension reduction with band-pass filterbank and robust low-rate sampling with multi-
coset samplers (i.e., ADCs). Implementation of the signal reconstitution module is given
in Section 4.3.

to differ by a time delay from each other, which enables reconstruction of the multi-band

signal from the aliased copies. A benefit of the multi-coset sampling approach is that no

matter which narrow bands are active, the low-rate samplers always sample in the same

manner without knowing any particular band occupation information.

The signal reconstitution module, following the coset samplers, is the core of the fea-

ture extraction front-end. It untangles the aliased low-rate samples to recover signals

corresponding to each sub-band. The details of the signal reconstitution process are dis-

cussed in Section 4.2.1. After signal reconstitution, to reduce the dynamic range of the

signal, we take the logarithms of the sub-band signal magnitudes to represent the speech

features. A feature vector is produced at every frame and each element of the vector repre-

sents the logarithm of the signal magnitude in its corresponding narrowband at a specific
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time-frame. With continuous input, the feature extraction unit outputs a time-sequence

of feature vectors.

Unlike the existing methods shown in Figures 4-2 and 4-3, the proposed method does

not require additional analog components such as frequency shifters, rectifiers or analog

low-pass filters. Next, we show how signal reconstruction is possible and how it can be

realized in systems.

4.2.1 Multi-coset sampling

Figure 4-5: Sampling the speech signal s(t) with multi-coset sampling. The number of
cosets M = 7. The horizontal axis labels correspond to the coset index of each sample.
The samples with the same color belong to the same coset.

For simplicity, let s(t) denote the multi-band speech waveform (i.e., the output signal

of the narrowband filterbank). The time-domain signal is shown with the red continuous

curve in Figure 4-5. Let s[n], n ∈ Z, denote the discrete samples of the speech signal:

s[n] = s[0], s[1], s[2], s[3], . . . , s[n], s[n + 1], . . . (4.1)

As long as the sampling rate is equal to or greater than the Nyquist rate of this signal, the

samples s[n] provide an exact reconstruction of the continuous time multi-band signal,

s(t). The direct way to obtain the discrete samples, s[n], is to sample with a single sampler

at the desired sampling rate (i.e., a rate higher than or equal to the Nyquist rate).

Alternatively, the same samples, s[n], can also be obtained by using a set of lower rate

samplers with different time delays. We call the samples obtained from each sampler

a coset and denote it by s(m)[n], where the superscript m denotes the coset index and n
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denotes the index of the sample sequence. In Figure 4-5, samples from the same coset

are highlighted with the same color and labeled with the same coset number along the

horizontal axis. In this example, the total number of cosets is equal to 7, hence the coset

index m ∈ {1, 2, 3, 4, 5, 6, 7}. Let N denote the total length of the signal segment s[n] and

M denote the number of cosets. Then, the relation between the mth coset, s(m)[n], and the

Nyquist rate sequence s[n] is given by:

s(m)[n] = 0, . . . , s[m− 1], 0, . . . , 0, s[M + m− 1], 0, . . . , 0, s[2M + m− 1], 0, 0, . . . .

Let us denote the discrete Fourier transform (DFT) of s[n] and s(m)[n] by S[k] and S(m)[k],

respectively. By definition:

S[k] ,
N−1

∑
n=0

s[n]e−2π jkn/N, 0 ≤ k ≤ N − 1,

and similarly,

S(m)[k] ,
N−1

∑
n=0

s(m)[n]e−2π jkn/N, 0 ≤ k ≤ N − 1.

Since each coset s(m)[n] is a sub-Nyquist sample sequence of s(t), S(m)[k] is an aliased

version of S[k]. Proposition 1 shows the relation between S[k] and S(m)[k].

Let the M× N matrix S represent the coset spectra, where the mth row of S is equal to

S(m)[k], and, S(m, n) corresponds to the nth element of S(m)[k]. In particular:

S(m, n) , S(m)[n− 1]

=
N−1

∑
r=0

s(m)[r]e−j 2π
N (n−1)r

=
L−1

∑
r=0

S[rM + m− 1]e−j 2π
N (n−1)(rM+m−1), (4.2)
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where 1 ≤ m ≤ M and 1 ≤ n ≤ N.

Next, divide the Nyquist rate signal spectrum, S[k], into M narrowbands (including

both the positive side and the negative side of the spectrum) of equal bandwidth: L. Let

the M × N matrix B represent shifted versions of the signal spectrum, S[k], where each

row of B is equal to the signal spectrum circularly shifted by (m − 1)L (i.e., S[k + (m −

1)L mod N]), where 0 ≤ k ≤ N − 1. . The elements of B is then given by,

B(m, n) , B(m)[n]

, S[(m− 1)L + n− 1 mod N]

=
N−1

∑
r=0

s[r]e−j 2π
N ((m−1)L+n−1)r.

Proposition 1 (Multi-coset sampling). The coset spectra matrix S and the signal spectrum

matrix B are related by:

S =
1
M

AB, (4.3)

where A is the M×M DFT matrix with A(m, n) = ej 2π
M (m−1)(n−1).
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Proof. Let D denote the product of A and B. Then, the elements of D are given as:

D(m, n) =
M

∑
l=1

AmlBln

=
M

∑
l=1

ej 2π
M (m−1)(l−1)

N−1

∑
r=0

s[r]e−j 2π
N [(l−1)L+n−1]r

=
M−1

∑
l′=0

ej 2π
M

M−1

∑
r2=0

L−1

∑
r1=0

s[r1M + r2]e−j 2π
N [l′L+n−1](r1 M+r2)

=
L−1

∑
r1=0

M−1

∑
r2=0

s[r1M + r2]e−j 2π
N (n−1)(r1 M+r2)

M−1

∑
l′=0

ej 2π
M (m−1)l′e−j 2π

M (r1 M+r2)l′

=
L−1

∑
r1=0

M−1

∑
r2=0

s[r1M + r2]e−j 2π
N (n−1)(r1 M+r2)

M−1

∑
l′=0

ej 2π
M (m−1)l′e−j 2π

M r2l′e−j2πr1l′ (4.4)

= M
L−1

∑
r1=0

s[r1M + m− 1]e−j 2π
N (n−1)(r1 M+m−1)

= MS

where Equation (4.4) follows because e−j2πr1l′ = 1, and

M−1

∑
l′=0

ej 2π
M (m−1)l′e−j 2π

M r2l′ =

0, when r2 6= m− 1,

M, when r2 = m− 1.
(4.5)

As shown in Proposition 1, the Nyquist rate signal spectrum B and the coset spectrum

S are related by multiplication with A. The DFT matrix A has dimension equal to the

number of cosets M. In other words, the frequency content of the mth coset, S(m)[k], is a

weighted sum of the sub-bands of the original signal spectrum. The weightings are given

by the mth row of A.

Let us now focus on the first sub-band (whose width is L) of the coset spectra, i.e.,

S(m)
b = S(m)[n] for 0 ≤ n ≤ L− 1. We call this the baseband signal. Then, the baseband
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Figure 4-6: Relation between the coset spectrum and the spectrum of the multi-band sig-
nal.

signal has the same relation as (4.3). More specifically,

S(m)
b =

1
M

A(m)Bb, (4.6)

where A(m) denotes the mth row of A and Bb(m, n) = B(m, n) for 1 ≤ m ≤ M and

1 ≤ n ≤ L (i.e., individual sub-bands as shown in Figure 4-6). The relation in (4.6) holds

for all cosets 1 ≤ m ≤ M and is illustrated in Figure 4-6. As shown on the right side of

Figure 4-6, the mth row of Bb has width L and is equal to the mth sub-band of S[k] because

by definition:

B(m)
b [n] = B(m)[m], for 1 ≤ n ≤ L

= S[(m− 1)L + n− 1 mod N], for 1 ≤ n ≤ L.

As shown in Figures 4-6 and 4-7, since s(t) is a multi-band signal that is sparse in the

frequency domain and only a subset of the narrowbands are non-zero, S(m)
b can be repre-

sented as a weighted sum of only the few non-zero bands.
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More specifically, let Υ ⊆ {1, 2, . . . , M} denote the set of active (i.e., non-zero) narrow-

bands and let P denote the cardinality of Υ (i.e., P = |Υ|). Let

B̃b =


B(υ1)

b

B(υ2)
b
...

B(υP)
b


P×L

denote the active narrowbands, where υi ∈ Υ, ∀i ∈ {1, 2, . . . , P}. Then, S(m)
b is a weighted

sum of only the non-zero sub-bands:

S(m)
b =

1
M

A(m)Bb

=
1
M

Ã(m)B̃b, (4.7)

where Ã(m) is a sub-vector of A(m) and B̃b is a sub-matrix of Bb such that only the elements

corresponding to non-zero bands are included (i.e., Ã(m)[i] = A(m)[υi] and B̃(i)
b = B(υi)

b for

i ∈ {1, 2, . . . , P}).

LetX ⊆ {1, 2, . . . , M}, |X | ≥ P, denote the set of coset samplers (how they are selected

is discussed in Section 4.2.2). Let

S̃b =


S(χ1)

b

S(χ2)
b
...

S(χP)
b


P×L

denote the outputs from the subset of active samplers, where χi ∈ X , ∀i ∈ {1, 2, . . . , P}.

Combining the narrowband selection Υ and the coset selection X , we get Asub such that

Asub(m, n) = A(χm, υn). In other words, Asub is a sub-matrix A that includes only the

active narrowbands and the active cosets. Then, S̃b and B̃b are related by:

S̃b =
1
M

AsubB̃b, (4.8)
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(a) Active band (b) Active band inversion

Figure 4-7: Relation between the coset spectrum and the spectrum of the active sub-bands
of the multi-band signal.

and

B̃b = MA−1
subS̃b. (4.9)

The relations in (4.8) and (4.9) are illustrated in Figures 4-7(a) and 4-7(b), respectively. In

the example in Figure 4-7(a), the sampler set is X = {2, 4, 6} and the active band set is

Υ = {3, 5, M}. In this setting, Asub is a 3× 3 matrix whose elements correspond to rows

2, 4, 6 and columns 3, 5, M of AM×M. As long as this Asub is invertible, we can recover all

spectral contents of the multi-band signal using as few as 3 cosets.

In summary, using the relation given in (4.9), the filtered signal spectrum can be re-

covered using as few as P of the M cosets, where P ≤ M, is the number of occupied

(non-zero) sub-bands. Since each coset sampler is running at 1/M of the Nyquist rate,

the total sampling rate using multi-coset sampling is equal to P/M of the Nyquist rate

and it is also equal to twice the total bandwidth of all non-zero narrowbands. This is

the minimum rate required to sample a bandpass signal [43]. In the special case where

the signal spectrum is full (i.e., there is no empty sub-band), we have P = M and the

multi-coset sampling rate is equal to the Nyquist sampling rate.

4.2.2 Coset sampler selection

Knowing the narrowband contents are theoretically reconstructible from multiple coset

samples, how do we select which cosets to sample? Recall that the relation between the

sub-band spectrum and the coset sample spectrum is given in (4.8), where the matrix

Asub is a sub-matrix of the M × M DFT matrix. As shown in Figure 4-6, the columns
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of Asub correspond to the active narrow-bands, which may have been determined from

the spectrum of the background noise or other design criteria. Then, given the column

selections, we have the freedom to choose the sampler indexes. When there is no noise

(neither background noise nor noise generated through the sampling process), any sam-

pling sequences with an invertible Asub will provide a re-construction of the narrowband

contents. In fact, if we simply choose X to be the first P rows of the M × M DFT ma-

trix (i.e., X = {1, 2, . . . , P}), then the sub-matrix Asub is invertible for all possible column

selections. We call this sampler X the bunched sampler and the invertibility property

is shown in Lemma 4.1. More detailed studies of the bunched sampler can be found

in [48, 49].

Lemma 4.1. Let A be an M×M DFT matrix. Let Asub be a square matrix of dimension P. The

matrix Asub is a sub-matrix of A such that Asub(m, n) = A(m, υn), υn ∈ Υ. Here, Υ denotes the

column selections such that Υ ⊂ {1, 2, . . . , M} and |Υ| = P. Then, Asub is invertible.

Proof. By construction, Asub is a square Vandermonde matrix with the form:

Asub =


1 1 . . . 1

ej 2π
M (υ1−1) ej 2π

M (υ2−1) . . . ej 2π
M (υn−1)

...
... . . . ...

ej 2π
M (P−1)(υ1−1) ej 2π

M (P−1)(υ2−1) . . . ej 2π
M (P−1)(υn−1)


P×P

. (4.10)

It follows from the property of square Vandermonde matrices [50] that the determinant

of Asub is given by:

det(Asub) = ∏
1≤m≤n≤P

(ej 2π
M (υm−1) − ej 2π

M (υn−1)) (4.11)

6= 0. (4.12)

Eq. (4.12) follows because ej 2π
M (υm−1) are points taken from the M point complex unit

circle and υm ≤ M, ∀υm. Since a square matrix is invertible if and only if its determinant

is nonzero, Asub is invertible.
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When there is noise, the selection of the samplers needs to be considered more care-

fully. Let Bclean denote the clean speech spectrum matrix after band-pass filtering (i.e., B =

Bclean when there is no noise). There are two types of noises to be considered: (1) ambient

noise that is added to the speech signal before it is filtered and sampled; and (2) sampling

noise that is introduced by that multi-coset feature extraction process.

Let Na[k] and Ns[k] denote the spectra of ambient noise and sampling noise, respec-

tively. Similar to how B is related to S[k], let us define the M× N ambient noise spectrum

matrix, Na, and the M× N sampling noise spectrum matrix, Ns as:

Na(m, n) , Na[(m− 1)L + n− 1 mod N],

and

Ns(m, n) , Ns[(m− 1)L + n− 1 mod N].

Note that, since Ns represents the noise introduced due to the multi-coset sampling pro-

cessing (e.g., quantization noise, inaccuracies of BPF, etc), its spectrum generally depends

on the input signal, the sampler set, X , and the active narrowbands, Υ. With

B = Bclean + Na,

the relation in (4.3) becomes:

S =
1
M

A(Bclean + Na) + Ns

=
1
M

AB + Ns. (4.13)

In this case, when we try to recover B from the coset samples, the noise due to sampling

(i.e., Ns), is also operated by the matrix A−1:

A−1S =
1
M

A−1A(B) + A−1Ns

B = MA−1(S−Ns) (4.14)
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Similarly, when only a subset of the full spectrum is active, we have:

B̃b = MA−1
sub(S̃b − Ñs). (4.15)

What (4.15) tells us is that when only the ambient noise is under consideration (i.e., Ñs =

0), Eq. (4.15) is equivalent to (4.9). In this case, we only need to select the sampler set such

that Asub is invertible. On the other hand, when sampling noise is present, the statistics

of the noise Ñs is projected by A−1
sub. In order to avoid excessive noise amplification, a

general rule of thumb is to choose the cosets such that the condition number of A−1
sub,

denoted by κ, is as small as possible. Since the condition number of any invertible matrix

is equal to the condition number of its inverse, we just need to select X such that the

condition number of Asub is kept small.

Recall that the filter band selection set Υ corresponds to the column selections of A

and it is selected based on characteristics of the speech signal and the noise spectrum.

The sampler set X corresponds to the row selections of A. In general, the method of

choosing the row selection to yield low condition number is not obvious. It turns out

that, with the evenly-spaced out filter-band selection scheme as proposed in Section 3.4,

the bunched sampler selection yields the optimal condition number. This can be seen

easily from the following lemma.

Lemma 4.2. Let A be an M×M DFT matrix. Let Asub be a square matrix of dimension P× P.

Asub is a sub-matrix of A such that Asub(m, n) = A(m, (n − 1)β + 1), where β is an integer

such that βP = M. Then, Asub is a DFT matrix of dimension P.

Proof. By definition, A(m, n) = ej 2π
M (m−1)(n−1). Then,

Asub(m, n) = ej 2π
M (m−1)(((n−1)β+1)−1)

= e
2π
M (m−1)(((n−1)β+1)−1)

= e
2π
M (m−1)((n−1)(M/P))

= e
2π
P (m−1)(n−1). (4.16)
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Hence, Asub is a DFT matrix. Since the condition number of any orthogonal matrix is 1,

Asub yields the minimum condition number.

In contrast, when Υ is not chosen to be evenly-spaced out across the frequency spec-

trum, the bunched samplers may result in a Asub that is ill-conditioned. This may happen

when the ambient noise is strong. Heavily polluted narrowbands are discarded, which

breaks the evenly spaced structure of Υ. If the sampling noise, Ns, is not negligible, a

different set of samplers needs to be chosen such that Asub is well-conditioned.

The optimal X given a specific Υ can be found by an exhaustive search. Such a search

at run time is impractical for our low-power system design, while the storage of a pre-

computed table ofX for each Υ may also be impractical due to table size. An alternative is

to use the method of co-array sampler selection [51]. Given the matrix dimension, M, and

the sampler cardinality, P, the co-array method finds X that yields close to the minimum

worst case condition number among methods universal to Υ selections of cardinality P.

The co-array algorithm is a generalization of the minimum redundancy linear array

algorithm (MRLA) [52] and X is selected in a way that promotes different spacings for

sampler pairs.

Appendix C provides a comparison of three sampler selection schemes: optimal sam-

pler selection through exhaustive search, co-array sampler selection, and the bunched

sampler selection. It is shown that the co-array method yields a much better condition

number than the bunched sampler approach under the worst-case Υ selection. In prac-

tice, the co-array samplers can be selected off-line per each P value and stored in a look-up

table for real-time processing 1.

4.3 Feature extraction front-end implementation

In this section, we describe the system implementation details and steps taken to simplify

the feature extraction procedure.

1The reconstituted signal can be expressed as the summation of three components: Bclean + Na +
MA−1Ns. In our experiments, due to high quantization accuracy and sharp front-end filter design, the
sampling noise, Ns, is negligible compared to the ambient noise, Na, under noisy conditions. The optimal
and the bunched sampler selection schemes yielded comparable recognition accuracy. In our experiments,
the samplers are chosen based on the bunched scheme. In practical system designs, the co-array sampler
selection scheme may be adopted to avoid excessive amplification on Ns
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4.3.1 Multi-coset sampling and reconstruction
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Figure 4-8: Sampling the speech signal s(t) with multi-coset sampling. The number of
cosets M = 7. The horizontal axis labels correspond to the coset index of each sample.
The samples with the same color belong to the same coset.

In section 4.2.1, we looked into the mathematical relationship between the multi-band

signal, s(t) and its coset samples, s(m)[n]. Now, we discuss the digital circuit realization

of combined sampling and feature reconstruction. Figure 4-8 shows the flow diagram of

the feature extraction process. After band-pass filtering, the multi-band signal is sampled

with P low-rate samplers, which gives us the coset samples s(χi)[n], for χi ∈ X (i.e.,

Eq. (4.2)). We digitally filter each coset sample sequence with a shifted low-pass filter

whose pass-band is designed to be between 0 and (2π)/M. As explained in Section 4.2.1,

each coset at the output of the baseband low-pass filter is an aliased version of all the

signal sub-bands (illustrated in Figure 4-8). We down-sample the signal by M to obtain

the base-band samples. The resulting signal is a weighted sum of the sub-band signals

shifted by π. We shift the signal by π in the frequency domain so the signal is properly

centered and multiply the sequence by the inverse of the matrix Asub. The output of the

inversion matrix corresponds to the signal in each narrow sub-band, which is now shifted

to the baseband and down-sampled (e.g., outputs of Asub in Figure 4-8). Lastly, we take

the logarithm of the signal amplitudes to obtain the acoustic features for downstream

processing. This feature extraction procedure follows directly from the relationship given

in (4.9). We next show that this process can be simplified by combining digital low-pass

filtering with sub-sequent down-sampling and by removing the frequency shifting step.

Figure 4-9(a) shows the low-pass filtering and down-sampling sub-components of the

system in Figure 4-8. Recall that filtering can be expressed as convolution between the

signal and the filter impulse response. To illustrate the computation complexity involved
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(a) Separate filtering and downsampling (b) Filtering and downsampling combined

Figure 4-9: Filtering and down-sampling the coset samples: the filtering and down-
sampling steps are combined to reduce computation complexity.

in the digital filtering procedure, we then represent the convolution operation between

a segment of speech samples and the filter taps with matrix multiplication. The input

speech signal has length N. It is multiplied with a filter matrix, where each column of

the matrix contains the taps of the filter positioned to operate on a windowed segment

of the speech. All the entries outside the window are zeros. In other words, filtering a

speech segment with length N can be viewed as multiplication with an N × N filtering

matrix where the number of non-zero entries in each column is equal to the length of the

filter taps (i.e., Ntaps). Hence, the total number of non-zero multiplications is equal to N×

Ntaps. Notice that low-pass filtering is immediately followed with the down-sampling

step. Hence, we can simplify the overall complexity of the system in Figure 4-9(a) by

avoid computing the ‘omitted’ values in the first place. This is equivalent to removing

the corresponding columns in the filtering matrix. Therefore, as shown in Figure 4-9(b),

the simplified filtering and sampling procedure is equivalent to matrix multiplication

with a N × L matrix. The complexity of this component is then reduced to L × Ntaps

multiplications for each coset vector.

As shown in Figure 4-10(a), baseband digital filtering and down-sampling are fol-

lowed by the coset inversion procedure to recover the narrowband features. Figure 4-10

shows three equivalent systems that illustrate the steps taken to simplify the inversion

process. As shown in Figure 4-10(a), the process begins with shifting the signal by π in

the frequency domain, which is equivalent to multiplying the signal vector with a di-

agonal filter matrix (i.e., diag(1,−1, 1,−1, . . .)). Since diagonal matrices commute with

64



4.3. FEATURE EXTRACTION FRONT-END IMPLEMENTATION

(a) Coset sample inversion (b) Equivalent inversion system (c) Simplified system

Figure 4-10: This figure illustrated the procedure for extracting the narrowband contents
from the coset samples. (a) shows the original process. By exchanging the matrix inver-
sion step and the spectrum shifting step, which can be considered as multiplication of a
diagonal matrix, we get an equivalent system, shown in (b). Shifting in the frequency
domain does not affect the amplitude of the signal. Hence, the system in (b) can be sim-
plified to the system shown in (c).

square matrices of the same size, the frequency shift step and the inversion step can be

exchanged to arrive at the equivalent system shown in Figure 4-10(b). Then, the subse-

quent module computes the logarithm of the input signal amplitude. Since shifting the

spectral signal by π is equivalent to element-wise multiplying the time-domain signal

by the vector [1,−1, 1,−1, . . .], which does not affect the absolute signal amplitude, the

phase shifting step can be omitted without affecting the final output of the system. Figure

4-10(c) shows the simplified coset inversion process.

The computation complexity of the inversion process can be estimated with the the

complexity of multiplication with Asub. The matrix Asub is a P × P sub-matrix of the

M × M DFT matrix. Hence, the inversion matrix A−1
sub also has dimension P and the

inversion procedure involves L× P2 multiplications. It is important to note that, due to

spectral symmetry of the real speech signal, we only need to recover either the positive

or negative portion of the signal spectrum in practical implementations. In other words,

the system will only reconstruct P/2 sub-bands and the computation complexity is thus

L× P× (P/2).

Combining the sub-systems in Figures 4-9(b) and 4-10(c), the feature extraction front-

end in Figure 4-8 is simplified to the system shown in Figure 4-11. The number of ADCs

is equal to the number of active narrowbands, P (including both positive and negative

frequencies). Let K denote the number of bandpass filters required in the front-end filter-

bank. Then, K = P/2.
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Figure 4-11: Block diagram of the simplified multi-coset feature extraction system.

4.3.2 Analog and digital filter design

Both analog and digital filter design choices affect the front-end performance. The fall-off

rate of the bandpass filter bank directly affects the quality of the multi-coset reconstruc-

tion of the narrowband signals. The sharper the filter fall-off, the less signal distortion

there is on the narrowband content and the less aliasing there will be from the multi-

coset reconstruction process. Section A.1 shows the multi-coset reconstruction of the nar-

rowband signals when bandpass filters with different fall-off rates are used. In these

examples, the spectrum of the original speech signal, which has a bandwidth of 8kHz

is divided into narrowbands and only 3 narrowbands are retained (6 bands if both the

positive and negative spectra are included) by passing through the bandpass filterbanks.

We can see that, the sharper the bandpass filters, the less distortion there is between the

original narrowband signals and the reconstructed signals.

In a similar manner, the digital baseband low-pass filter following the ADCs (as shown

in Figure 4-8) also affects the the quality of the multi-coset reconstruction. The longer the

number of taps of the low-pass filter, the shaper the fall-off rate and less aliasing there

will be after the signal is reconstituted. The examples in Section A.2 illustrate the effects

of using digital low-pass filters with different number of taps.

In our simulations, we have implemented filterbanks with bandwidths equal to 200Hz

and 400Hz. In these implementations, the filters have a 3dB cut-off at 50% of their band-

width. The digital baseband low-pass filter is a 100 order finite-impulse-response (FIR)

filter with Kaiser window. The frequency domain magnitude responses of the bandpass

filters and the low-pass filter are given in Appendix B.
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4.3.3 Computation complexity and power estimation

As shown in Figure 4-11, the computation complexity of the multi-coset reconstruction

procedure is proportional to the number of sub-bands K. Recall L denotes the bandwidth

of the narrow sub-bands, then the rate of incoming signal from each sub-band is L sam-

ples per second. Let Ntaps denote the number of taps of the baseband low-pass filter.

Then, the number of operations of multi-coset signal reconstruction is given in Table 4.1.

Table 4.1: Computation complexity of multi-coset feature extraction. K is the number of
active narrowbands. L is the bandwidth of the narrowbands. Ntaps is the order of the
baseband lowpass filter.

Filter/
down-sample Inversion

multiplications
(real × complex) 2K× Ntaps × L multiplications

(complex × complex) 2K× K× L

complex additions 2K× Ntaps × L complex additions 2K× K× L
total operations 8× K× Ntaps × L total operations 16× K2 × L

4.4 Summary

In this chapter, we proposed a method to sample and extract the narrowband features us-

ing the technique of multi-coset sampling. We presented a detailed implementation of the

feature extraction front-end that includes an analog filterbank, a set of low-rate samplers

and an additional digital processing module. Unlike the conventional multi-band fea-

ture extraction methods, the proposed implementation does not require additional ana-

log components after band-pass filtering. The low-rate coset samplers sample directly on

the post-filtering analog signal at its minimal sampling rate. Narrowband features are

reconstructed from the low-rate samples through digital processing.
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Chapter 5

Text-dependent speaker verification

As shown in Figure 2-3, a voice-command recognition system can be decomposed into a

pipeline of two components: a feature extraction front-end and a recognition back-end.

In Chapters 3 and 4, we proposed an adaptive feature extraction front-end that aims to

optimize system efficiency by varying computation complexity based on the input con-

dition. Over the next two chapters, we develop speech recognition algorithms that sup-

port adaptive band selection and achieve low-power consumption for the applications of

speaker-verification (SV) and user-independent command recognition.

First, we focus on the text-dependent SV problem. Existing SV methods have short-

comings relating to power consumption and noise susceptibility. An ideal SV system for

such applications requires a combination of security, low power usage, noise resiliency,

and customized passphrases. In consideration of these constraints, we develop a novel

text-dependent SV system in which the user defines his or her own short passphrase (< 1s

in duration) by enrolling a small number of samples. The recognition algorithm aims at

identifying the uttered command and the speaker in one shot (i.e., decision is positive

only when the authentication command is uttered by the designated speaker). The main

challenge lies within the limited amount of training samples. Unlike a user-independent

command recognition system, whose parameters can be trained off-line with thousands

of training samples, the user-dependent command recognition system learns to recog-

nize a command with only 3 to 5 enrollment samples. In this chapter, we propose a
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Figure 5-1: Block diagram of our proposed system including the feature extraction front-
end, which consists of K (∼ 10) narrowband filters with fixed bandwidth (∼ 300Hz)
centered around multiples of f0 (estimated from enrollments). All or a subset of the K
features are used for decision making depending on the background noise spectrum. The
back-end is a weighted-DTW algorithm, in which the adaptive warping constraint is in-
versely proportional to the temporal signal energy.

low-power, text-dependent SV system comprising a NBSC feature extraction front-end

and a back-end running an improved dynamic time warping (DTW) algorithm.

We review the background of the SV problem in Section 5.1. Next, we introduce the

user-dependent narrowband feature extraction scheme in Section 5.2 and the weighted-

DTW algorithm in Section 5.3. In Section 5.4, we compare our system performance with

the conventional constrained DTW with MFCC features approach and with the widely

used fixed-text SV method based on Gaussian mixture universal background models

(GMM-UBM).

5.1 Background on speaker-verification systems

Existing techniques for SV can be ‘text-independent’ [53,54] or ‘text-dependent’ [55]. Text-

independent SV has the flexibility to recognize a speaker’s identity without constraints

on the speech (i.e., any word can be uttered during enrollment and testing). However, it

usually requires a large amount of speaker-specific enrollment data (typically more than

30s) to extract sufficient useful features to discriminate between speakers. A performance

penalty is paid for the high degree of variability in speech contents. On the other hand,

text-dependent SV assumes the utterances being tested are the same as, or a subset of,

the enrollment lexicon. Therefore, a more specialized model can be built, achieving better

accuracy using shorter enrollment (usually less than 8s). Our applications falls into the

category of text-dependent SV.
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A successful technique in SV is to leverage speech across a cohort of speakers to

train a background model as a prior, which is then used to make speaker-specific refine-

ments, see e.g. methods based on GMM-UBM [56, 57], i-vectors [58], DNNs [59, 60] and

HMMs [61,62]. Since these methods require background model training on a priori known

passphrases, it is not suitable for our application due to lack of training data besides the

few samples of user enrollment.

Our system solves SV as a pattern matching problem based on similarity measures

between the input signal and the enrollment samples directly. As shown in Figure 5-1,

the process includes two stages: feature extraction and pattern matching on features. We

develop novel designs in both stages and describe them in Sections 5.2 and 5.3, respec-

tively.

5.2 Narrowband features for text-dependent speaker-

verification

As discussed in Chapter 3, in speech recognition applications, the MFCCs [9, 63] are

widely used and have yielded good performance. Nevertheless, the extraction process

usually involves fast sampling, a large number of filters (26 to 40) and high-rate pro-

cessing, that are associated with high computation and power costs. We proposed a

low-complexity, power-efficient feature extraction front-end that completes feature ex-

traction in two simple steps: (1) filtering the analog speech signal using a handful of

(∼ 10) fixed-width narrowband filters, whose center frequencies are chosen according to

the fundamental frequency f0 estimated from enrollments; and (2) taking the logarithm

of the filterbank power. This approach offers the benefits of low-power implementation,

high verification accuracy and noise robustness by automatically discarding features with

high noise occupancy. The low-dimensionality of the features also reduces the back-end

computation since the complexity of the back-end SV algorithm is proportional to the

feature dimension. The detailed feature extraction procedure is given in Appendix D.
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5.3 Dynamic time-warping algorithms

Speech pattern matching is often performed with DTW [64, 65]. Variations of the DTW

algorithm are developed to constrain the warping path [65, 66], add weightings to the

feature vector based on the intraspeaker variability for each feature element [64] or add

weighting based on temporal characteristics of the warping path [65]. One common is-

sue associated with applying these methods to our application is they either apply too

much warping that distorts the signal characteristics or insufficient warping to compen-

sate for the long pauses between words. We propose a modified version of the DTW

algorithm that adaptively adjusts warping constraints based on the signal’s total energy

envelope, thus restricting excessive distortion on the main signal envelope while still al-

lowing sufficient time warping to take care of long pauses between words and speaking

rate variations.

5.3.1 A review: classical DTW

We start by describing the classical DTW algorithm. The back-end for non-parametric

SV operates by comparing features of an input utterance with features from each of the

enrollment samples according to a similarity measure. Under the simplest decision rule,

the minimum of all distances under the measure is used to make the final verification

decision.

Let the enrollment signal, R, and the input signal, T, each represent a sequence of

feature vectors,

R = [R(1), R(2), . . . , R(i), . . . , R(I)];

T = [T(1), T(2), . . . , T(j), . . . , T(J)];

where R(i) and T(j) are feature vectors with dimension K, and I and J are the number of

temporal frames in R and T, respectively. The enrollment sample R is generated by the

target speaker. We would like to measure the similarity between R and T to determine

whether T is generated by the same target speaker. Due to temporal variations such

as speaking speed differences and pauses in the speech utterance (e.g., pauses between
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words), the similarity between the input features and the enrollment features cannot be

directly compared frame-by-frame. Standard algorithms such as the DTW algorithm [8,

64,65] are designed to mitigate the problem of signal misalignment by applying a warping

function coupling two sequences so that they can be directly compared. The warping

function, W, can be represented as a sequence of index pairs that provide a mapping

between the frames of R and T. More specifically,

W = [W(1), W(2), . . . , W(m), . . . , W(M)],

where W(m) = (i(m), j(m)), and i and j are warping indexes corresponding to R and T,

respectively. Given a warping path W, M corresponds to the length of the path.

The warping function W is chosen to minimize the accumulated distance along the

path,

Dtotal = min
W

M

∑
m=1

dist(R(i(m)), T(j(m))), (5.1)

where W needs to satisfy the following conditions:

1. Monotonicity:

i(m− 1) ≤ i(m) and j(m− 1) ≤ j(m);

2. Continuity:

i(m)− i(m− 1) ≤ 1 and j(m)− j(m− 1) ≤ 1;

3. Boundary conditions:

i(1) = j(1) = 1, i(M) = I and j(M) = J.

The following warping window length, m0, can be additionally applied to reduce com-

putation and constrain excessive warping [65]:

4. Warping window (Sakoe-Chuba) constraint : |i(m)− j(m)| ≤ m0.

As shown in Figure 5-2, if we lay the reference signal, R, along the horizontal axis

(i-axis) and the input signal, T, along the vertical axis (j-axis), the warping function forms

a path on the i-j plane.
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Figure 5-2: Illustration of the DTW algorithm. The warping path is represented by the
highlighted line. The warping window (window length m0) is represented by the un-
shaded area. At each point, there are three candidate movements: (1, 0), (1, 1) and (0, 1).

Due to the monotonicity and continuity conditions, two consecutive points on the

warping path can only be connected by three candidate movements:

W(m) =


W(m− 1) + (0, 1), move up

W(m− 1) + (1, 1), diagonal

W(m− 1) + (1, 0). move right

(5.2)

The optimal warping path minimizing (5.1), can be obtained using dynamic program-

ming. First, an accumulative distance matrix DI×J is created. Each entry D(i, j) represents

the accumulative distance between the partial sequences R(1), ..., R(i) and T(1), ..., T(j)

along the warping path up to point (R(i), T(j)). Due to the boundary condition, the path

starts at (1, 1) and ends at (I, J), and the warping path is found by filling up the accu-

mulative distance matrix D column by column and traversing back the matrix along the
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entries that yielded the minimum overall distance. More specifically:

D(i, 1) = dist(R(i), T(1)),

D(1, j) = dist(R(1), T(j)),

D(i, j) = dist(R(i), T(j)) + min{D(i− 1, j),

D(i− 1, j− 1), D(i, j− 1)}. (5.3)

Implementation details of this classical DTW algorithm can be found in [65]. Subsequent

variations of the DTW algorithm have also been developed to add constraints to the warp-

ing function [65,66], add weighting to the temporal envelope [65], or to add weighting to

the feature vectors [64]. To improve the accuracy of word segmentation, a silence model

can be incorporated into the DTW algorithm to detect pauses between words [67]. Even

though these efforts have demonstrated improved performance compared to the classical

DTW algorithm, they do not address specific issues pertaining to the problem of SV. Next,

we propose a weighted-DTW algorithm, which is a modified version of the classical DTW

algorithm and is designed specifically for our application of SV.

5.3.2 Weighted-DTW

For our SV application, the passphrase is defined by the user and could contain long gaps

between words. The major challenge associated with using the classical DTW algorithm

for our SV application is how to apply sufficient warping to realign the words while

still preserving the temporal characteristics of the signal. The classical DTW algorithm

and its variations do not address this issue properly. If too much warping is allowed

(e.g., m0 is large), the warping process often results in excessive signal mutation such

that details of the signal characteristics are lost, which results in a large number of false-

positive decisions. On the other hand, if the warping constraints are too strict (e.g., m0

is small), it results in insufficient warping to take care of the long pauses between words

and thus results in mis-detections.

In order to overcome this issue, our modified version of the DTW algorithm penalizes

excessive warping according to the following factors:
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• the penalty scales linearly with the number of consecutive warps of the same type

(i.e., ‘move up’, ‘diagonal’ or ‘move right’);

• the penalty scales linearly with the amplitude of the total power envelope

– more penalty when the signal amplitude is high in order to retain the shape of

the temporal envelope;

– less penalty when the signal amplitude is low, which is an indication of possi-

ble pauses.

More specifically, the warping function is found as follows: we define a movement

matrix M (M ∈ {(1, 0), (0, 0), (0, 1)}I×J) that records the type of movement taken to arrive

at each point (i, j). We then define a step counter matrix C (C ∈ NI×J) that records the

number of accumulative same-type movement to arrive at each point. For example, if a

path takes three consecutive horizontal steps (i.e., (1, 0)) to arrive at (i, j), then C(i, j) = 3.

The counter restarts whenever the previous step and the current step are not the same

type. In order to limit mutation to the signal envelope, at each step, we use the total

energy of the two signals (ER and ET) as a weighting function to determine the penalty of

taking a certain step. So

D(i, j) = dist(R(i), T(j)) + min
S
{D((i, j)− S) + P((i, j), S)}, (5.4)

where

S ∈ {(1, 0), (1, 1), (0, 1)},

and

P((i, j), S) = 1{M(i− 1, j) = S}C(i− 1, j)|ET(j)|+

1{M(i, j− 1) = S}C(i, j− 1)|ER(i)|.
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Eq. (5.4) replaces (5.3) of the conventional DTW algorithm. To save computation, we use

the L1 norm as our distance measure and normalize it over the feature dimension K:

dist(R(i), T(j)) =
1
K

K

∑
k=1
|R(i)[k]− T(j)[k]|. (5.5)

The matrices M and C are initialized with

M(1, 1) = (0, 0) and C(1, 1) = 0;

and are updated with the S∗ that yields the minimum D(i, j) (Eq. (5.4)) at each step:

M(i, j) = S∗,

C(i, j) = (C((i, j)− S∗) + 1)1{C((i, j)− S∗) = S∗}.

Without the penalty term in (5.4), the weighted-DTW algorithm would yield the same

path as the classical DTW algorithm.

For the classical DTW algorithm, the distance between R and T is equal to D(I, J).

That is not the case for the weighted DTW algorithm due to the additional penalty term.

The final similarity measure between R and T is re-computed after obtaining the warping

path. We also normalize the total distance such that the average distance is not biased by

the warping path length. So,

Dnorm =
1
M

M

∑
m=1

dist(R(i(m)), T(j(m))). (5.6)

The Pseudo-code of the weighted-DTW algorithm is given in Appendix E.

5.3.3 Simulation: comparison between the weighted-DTW and the clas-

sical constrained DTW algorithm

Recall the task of SV is to identify whether an input signal corresponds to the passphrase

uttered by the designated speaker. Instead of comparing the input signal and the ref-

erence signal directly, we first apply warping to align the bulk of signal envelopes to
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overcome the problems of signal envelope misalignment and speech rate variation. The

challenge is to align the signals without mutating the shapes of the signal envelopes.

Figures 5-3 and 5-5 show the simulation results of the weighted-DTW algorithm com-

pared with results from the classical DTW and constrained DTW algorithms. The simu-

lations demonstrate that the weighted-DTW algorithm is capable of applying sufficiently

large amounts of warping in the case of misalignments, while refraining from excessively

distorting the signal envelope. On the other hand, existing methods fail to align the signal

envelopes when the warping constraint is tight and results in signal envelope distortion

when the warping constraint is loose.

In each plot, the red curve corresponds to the reference signal, R, that we are com-

paring against (i.e., the targeting command) and the blue curve corresponds to the input

signal, T.

In Figure 5-3, the input signal is the power envelope of a speech command that is

the same as the reference signal command, whereas, in Figure 5-4, the input signal is a

different command from the reference speech command. As we can see from the first plot

of Figure 5-3, the overall envelope of the reference and the input signals are quite similar.

However, the starting points of the reference signal and the input signal are misaligned,

resulting in a large distance of 0.2 between the two signals. After warping, the classical

DTW algorithm, the constrained DTW with 200ms warping window and the weighted-

DTW algorithm are all able to align the two signals properly, hence achieving a small

distance of less than 0.05. However, with stricter constraints on the warping window

width, the constrained DTW with a 100ms warping widow scheme failed to properly

align the two signals.

While the narrow 100ms warping window fails to align the signals in Figure 5-3, it pro-

vides sufficient distortion to the input signal in Figure 5-4 such that the distance between

the warped input signal and the reference signal is reduced to less than 0.052. In fact,

all the warping algorithms except the weighted-DTW algorithm excessively distorts the

input signal and results in a close distance between the two different speech commands.

In contrast, applying weighted-DTW retains the overall shape of the input signal and the
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Figure 5-3: Weighted-DTW simulation with starting point mis-alignments: signal warp-
ing is performed with the unconstrained DTW, constrained DTW and weighted-DTW.
Input signal corresponds to the same speech command as the reference signal. Unlike the
conventional DTW algorithm that either fails to align the two signals (e.g., (b)) or causes
signal envelope mutation (e.g., (c), (d)), the weighted-DTW properly aligns the two sig-
nals without causing envelope mutation (e.g., (e)).

distance between the two signals remains large. Note that, in both Figures 5-3 and 5-4, the

shapes of the input signal envelopes are best preserved by the weighted-DTW algorithm.

Figure 5-5 provides an example of excessive signal mutation of the conventional DTW

algorithm. In this case, the input signal, T, is a completely random sequence. As the
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Figure 5-4: Warping of two signals R and T. The input, T, is a different utterance than
the enrollment, R. (a) Two signals R and T before warping. There is a long pause in the
signal T. (b) With window length 100ms, the classical DTW fails to realign the envelopes
of the two signals. (c) With window length 200ms, even though the main bulk of the two
signals are aligned, the temporal envelope of T is heavily mutated. (d) The weighted-
DTW algorithm properly aligns the main bulk of the signals without excessive mutation
on the shape of the signal envelopes.

window width becomes larger, the random sequence starts to lose its original shape and

becomes similar to the reference signal. In contrast, the shape of the random sequence is

retained using the weighted-DTW algorithm.
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Figure 5-5: Weighted-DTW simulation with random input: the input signal is a random
sequence. The conventional DTW algorithms mutates the signal envelopes such that the
distance between the reference signal and the random input becomes very small (e.g.,
(d)). The weighted-DTW retains the shape of the input signal and the distance between
the two signals remains large after warping.

5.3.4 Blockwise weighted-DTW

Recall the optimal warping path is obtained by first computing the accumulative dis-

tance matrix and then traversing back the shortest distance path. The algorithm memory

requirement is thus proportional to the size of the D matrix, which is O(I J). When we
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Figure 5-6: Blockwise warping with length L for each segment.

have limited memory resources, the algorithm memory requirement can be reduced to

the order of O(2×m0 ×max{I, J}) by applying a warping window constraint m0. Nev-

ertheless, as discussed in Section 5.3.3, a narrow warping window will result in insuffi-

cient warping to realign long pauses. Therefore, the classical constrained DTW approach

fails to meet the memory requirement and apply sufficient warping at the same time. To

fulfill the need of small memory computation, we introduce a blockwise variant of the

weighted-DTW scheme, where a small segment of the signal is parsed at a time and the

memory requirement is significantly reduced. In fact, bounded.

Let L denote the maximum width of a block. As shown in the first diagram of Figure

5-6, we start from the upper left corner of the D matrix and warp within the first sub-block

using the weighted-DTW algorithm. The optimal warping path of this sub-block is shown

in dark grey. In this example, the last few steps of the warping path travel horizontally

along the block border, indicating the last element of the input signal are stretched out

to be mapped to a segment of the reference signal, cause signal shape mutation and end-

point mis-alignments. This is because the short segments of the input signal and the

reference signal may not correspond to the same block of the speech. In other words,

the mutated part of the reference signal is likely to be related to the next sub-block of the

input signal instead of the current sub-block. In order to avoid throwing away useful

information and to make an attempt to align the next sub-block properly, we roll back the

reference signal by a few points to form the starting point of the next block (as shown in

the green block of Figure 5-6-(b). Similarly, the last few steps of the warping path for the
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Figure 5-7: Simulation with blockwise weighted-DTW. The input signal corresponds to
the same command as the reference signal except with different speaking speed and
pauses. Signal warping is performed with weighted-DTW and blockwise weighted-DTW
with different segment lengths.

green block travel vertically along the sub-block border. So we roll back the input signal

to form the starting point of the next (blue) block. In the end, as shown in diagram 5-6-(c),

the paths of the sub-blocks are combined to obtain the overall warping path.

Figure 5-7 shows the simulation results of the blockwise weighted-DTW algorithm

compared with the (full) weighted-DTW algorithm. In Figure 5-7, the input signal has

duration of 1s and it is a positive signal that corresponds to the same command as the
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Figure 5-8: The input signal corresponds to a different command as the reference signal.
The input signal is processed with the weighted-DTW and the blockwise weighted-DTW
with different block lengths. This example shows that longer block length does not guar-
antee better warping as the block-width of 240ms scheme arrived at a similar result as
the weighted-DTW scheme, whereas the block-width of 360ms scheme failed to align the
signal envelopes properly.

reference signal. The overall envelope of the two signals are similar. They differ by some

mis-alignments, pauses and distortion. With block length greater than or equal to 240ms

(e.g., L = 240ms and L = 360ms), the blockwise weighted-DTW scheme was able to align

the signals as effectively as the (full) weighted-DTW algorithm, which operated directly

on signals at full length.
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Figure 5-9: Illustration of sub-optimality of the blockwise weighted-DTW algorithm

Figure 5-8 illustrates a few issues associated with the blockwise weighted-DTW algo-

rithm. When the block length is reduced to 60ms, the long delay between the input signal

and the reference signal is not completely compensated. This is a result of truncating the

signals into small blocks and performing warping, which enforce the start and end points

of the signals to coincide. With block length 60ms, the first block of this specific input

signal is almost silence (a trail of zeros), which should be ignored and compressed. Un-

fortunately, because the two ends of the sub-signals need to align, by boundary condition,

ignoring the zeros is not an option. This results in the first set of zeros to be aligned with

the beginning of the reference signal, causing the delay gap.

It is not hard to tell that the blockwise weighted-DTW algorithm is sub-optimal in

comparison to the (full) weighted-DTW algorithm. In addition, one might be compelled

to think that the longer the sub-block length, the better the results are. This is generally

true, however it is not always the case. When there are no constraints on block length,

any path connecting the upper left corner and the lower right corner of the D matrix is

a candidate path and the optimal path is one of those candidate paths. When we restrict

ourselves to processing a smaller block at a time, the candidate paths are now confined
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to the vicinity of the small blocks (as shown in the gray zone in Figure 5-9). With bigger

blocks, the coverage of the gray zone is larger compared to the shorter-block case; hence,

it is more likely that the optimal path will fall within or close to one of our candidate

paths. Therefore, having bigger sub-blocks will generally prevent choosing a warping

path that is far away from the optimal.

Nevertheless, larger blocks do not guarantee better warping paths than smaller blocks.

As shown in Figure 5-8, the blockwise weighted-DTW with block length 360ms scheme

fails to align the envelope of the two signals, while the block length 240ms case performs

as well as the weighted-DTW algorithm. As illustrated in Figure 5-9, this result is a by-

product of using small blocks.

When we search for the optimal warping path within an individual block, boundary

condition of the algorithm implies that the start points and the end points of the two

sub-signals coincide. This assumption is reasonable when the signals are processed as a

whole, because we know the corresponding contents lie somewhere within the segments.

In this case, we can simply tie the two ends of the two signals and stretch the interior of

the signals to make them align properly. This is no longer true when we subsequently

divide the long signal into small segments. The sub-segments of the two signals may not

correspond to the same portion of the speech sample. This issue is mitigated when we

allow the signals to roll back if the previous block decided to wipe out the end of the last

segment. However, this does not prevent the possibility that a sub-block might choose an

alignment that is locally optimal but far away from the globally optimal path. This is why

the last bulk of the input signal was not properly aligned in the example with sub-block

length 360ms.

5.4 Experiments

In this chapter, we constructed a system with the NBSC feature extraction front-end and

the weighted-DTW back-end for the application of text-dependent SV.

Using a data set collected at Texas Instruments Kilby Labs, we compare the speaker-

verification accuracy of both the front- and back-end designs to baseline systems under

different noise conditions. The experimental results in this chapter focus on the proposed
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system’s speaker-verification accuracy. Its power estimation is analyzed in Chapter 7.

Collectively, the results demonstrate that equivalent or better accuracy can be obtained at

much lower power with the proposed system compared to conventional systems.

5.4.1 Proposed and baseline systems

The proposed system comprises the NBSC feature extraction front-end, Section 5.2, and

the weighted-DTW back-end, Section 5.3.2.

The baseline systems substitute either the front-end or the back-end, or both. For

the front-end, the baseline substitutes are conventional features including MFCC and the

more primitive MFSCs. For the back-end, the baseline substitutes include the classical

DTW algorithm [65] and the model-based GMM-UBM based system [57], which requires

model training with a large amount of training data.

All features are extracted with frame duration of 25 ms and frame rate of 10 ms. The

detailed parameters are as follows. For the front-end:

• NBSC (Proposed features): We use the following parameter settings: B = 6 kHz

(cutoff frequency of speech signal), W0 = 200 Hz (bandwidth of narrowbands) and

K= 6, 8, 10, 12. Fundamental frequency f0 is estimated using the auto-correlation

method [68].

• MFCC (Baseline feature): The MFCC features have 13 dimensions extracted from

the 40-dim Mel frequency filterbank.

• MFSC (Baseline feature): We experiment on two sets of MFSC features: the 26 bands

and the 13 bands Mel-frequency filterbank.

For the back-end:

• weighted-DTW (Proposed back-end): as described in Section 5.3.2 with a window

length of 250 ms, or, if indicated, the blockwise weighted-DTW as described in Sec-

tion 5.3.4.

• Classical DTW (Baseline back-end): the classical DTW [65] with the same window

length of 250 ms.
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• GMM-UBM (Baseline back-end): The GMM-UBM based SV system [57], which re-

quires background model training and assumes prescribed passphrase. We vary the

number of Gaussian mixtures and take the parameter that yields the best result.

5.4.2 Experimental set-up

Data set

The primary dataset consists of audio from three different passphrases (two in English

and one in Chinese) spoken by 30 to 40 speakers with 20− 40 repetitions per speaker per

passphrase (Table 5.1). The data set was collected in multiple sessions and about 2/3 of

all speakers are male and 1/3 are female. Each passphrase is limited to a duration of 1s

and was sampled at 16 kHz.

Table 5.1: Primary dataset

Passphrase # of speakers # of repetitions
Hi Galaxy 40 40
Ok Glass 40 20

Ok Hua Wei 30 20

A secondary dataset of out-of-vocabulary (OOV) utterances, consisting of 5000 sam-

ples (one second duration) of short commands, speech clips from conversations and au-

dio books, is also used. Finally, noisy samples are generated by adding wind noise or car

noise to each clean sample such that the total SNR within 1s is equal to 3dB. The noise

samples are collected using the same equipments as the ones used to collect the command

samples.

Evaluation and decision threshold

Given a passphrase, every speaker is chosen as the authenticating speaker once. We take

3 utterances from this speaker as enrollment samples and the rest are used as positive

(authentic) test samples. The same passphrase from all other users are used as negative

(impostor) samples for SV evaluation, while all samples of the OOV dataset are used

as negative samples during false-trigger evaluation. For experiments involving noisy

samples, the enrollment samples are clean.
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The minimum of the distances between a test sample and the enrollment samples is

compared with a threshold to make the final verification decision. The threshold is chosen

a posteriori such that the false-positive and false-negative rates are equal (unless otherwise

indicated), which gives the equal-error rate (EER).

For the GMM-UBM model training, the speakers are divided into two halves. The first

half is used for background model training and the other half for evaluation. Each user

from the evaluation set is chosen as the target speaker once and 4 utterances are used as

enrollment samples for speaker specific model adaptation.

Feature adaptation under background noise

In experiments involving noisy samples, we assume a coarse estimate of the noise spec-

trum is known. The energy of the wind and car noises is concentrated in the low-

frequency domain under 2kHz. Therefore, in those experiments, we simply discard spec-

tral features below 2kHz and use the remaining features for NBSC and MFSC front-ends;

for MFCC this is not feasible, so there is no feature adaptation (i.e., all of the 13-dim MFCC

features are used for both quiet and noisy experiments).

5.4.3 Experiment results

Front-end and back-end combinations

The first set of experiments compare NBSC (proposed) and MFCC front-ends combined

with weighted-DTW (proposed), DTW, or GMM-UBM back-ends, for both noiseless and

noisy conditions.

Table 5.2: EER [%] for combinations of features and algorithms.
Clean Noisy (3dB)

aaaaaaaaaa
Algorithm

Features
MFCC NBSC MFCC NBSC

weighted-DTW 0.9 1.1 10.5 5.7
DTW 1.4 1.5 13 6.7

GMM-UBM 2.6 N/A 6.8 N/A

Table 5.2 shows the EER for systems with different feature and verification algorithms.

Without background noise, all of the 12 bands are used as features. With background
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noise, only the bands above 2kHz are active. The weighted-DTW algorithm yields bet-

ter accuracy than the standard DTW algorithm for both the MFCC and the NBSC fea-

tures. Without background noise, the 12-band NBSC yields slightly worse accuracy than

the MFCC features. Under 3dB SNR, the NBSC yields much better performance than the

MFCC features as a result of spectral domain feature selection. Without the need for back-

ground model training, the proposed system outperforms the GMM-UBM based system

in both clean and noisy conditions.

Table 5.3: False-positive rates [%] with OOV dataset. Decision threshold is taken from the
EER threshold obtained with the weighted-DTW algorithm in Table 5.2.

Clean Noisy (3dB)
aaaaaaaaaa

Algorithm

Features
MFCC NBSC MFCC NBSC

weighted-DTW 0 0 1.4 0.6

In contrast to Table 5.2, which evaluates the systems’ SV accuracies (same passphrase

produced by different speakers), Table 5.3 shows the systems’ false-positive rates against

the OOV data set (to evaluate the false-triggering rate as a wake-up application). The

back-end is fixed to the weighted-DTW algorithm and the decision threshold is the same

as that yielded the EER in Table 5.2. Without background noise, the false-trigger rate is 0

for both the MFCC and NBSC features. Under 3dB SNR, the NBSC yields a false-trigger

rate of 0.6%, much lower than the MFCC features with a false-trigger rate of 1.4%.

Spectral domain features: NBSC vs. MFSC

The second set of experiments fixes the weighted-DTW (proposed) back-end and com-

pares accuracies of the NBSC (proposed) vs. the MFSC front-ends at various filter-band

counts.

Table 5.4 shows that accuracy improves as the number of bands increases. With fewer

bands than what is commonly used in MFSC-based front-ends, the NBSC performance is

better than that of the MFSC. (Note that the power consumption increases proportionally

with the number of bands.) When there is background noise, the accuracy improves

significantly by using fewer features (i.e., adaptive band selection).
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Table 5.4: EER [%] for NBSC and MFSC features with the weighted-DTW algorithm, un-
der quiet condition and 3dB wind and car noise.

Features NBSC MFSC
# of filters 6 8 10 12 13 26

Clean 1.99 1.9 1.54 1.1 1.95 1.83
Noisy

(band selection) 6.8 6.6 6.3 5.7 16.4 17.2

Noisy
(all bands) 15.5 15 15 14.5 33.4 33.9

Blockwise weighted dynamic warping

Table 5.5: EER [%] for NBSC (12 band with band selection) and MFCC features with the
blockwise weighted-DTW algorithm for different block widths, under clean conditions
and 3dB wind and car noise.

Block width
(ms) 100 200 300 400 500 Full

NBSC Clean 3.36 1.55 1.18 1.15 1.16 1.1
Noisy
(3 dB) 8.21 6.71 5.77 5.9 5.66 5.7

MFCC Clean 2.7 1.2 1.15 0.95 0.98 0.9
Noisy
(3 dB) 12.8 13.04 12.17 12.07 10.9 10.5

Table 5.5 shows the performance of the blockwise weighted DTW algorithm. Gen-

erally, it is shown that the verification accuracy improves as the number of block width

increases for both the NBSC and MFCC features under noiseless and noisy conditions.

The performance improvements saturates at around 300ms block width.

5.5 Summary

In this chapter, we proposed a low-power, text-dependent SV system. The NBSC feature

extraction front-end demonstrates improved noise robustness and accuracy for the SV

application. The back-end implements a weighted-DTW algorithm that is designed to

overcome signal misalignments and speaking rate variation. Compared to the classical
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DTW algorithms, the weighted-DTW algorithm successfully aligns the envelopes of the

signals without causing mutation on the shape of the signal envelope.

Using as few as 3 enrollments samples and a 12-band feature vector, the proposed

system achieves an EER of 1.1%, compared to 1.4% with a conventional MFCC+DTW

system and 2.6% with a GMM-UBM based system under noiseless conditions. At 3dB

SNR, the proposed system achieves an EER of 5.7%, compared to 13% with a conventional

MFCC+DTW system and 6.8% with a GMM-UBM based system. The significant gain in

accuracy demonstrates the benefits of adaptive band selection.
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Chapter 6

User-independent command recognition

In Chapter 5, we developed a system for the application of voice-authenticated wake-up,

in which the device wakes up only when the prescribed command is uttered by the des-

ignated speaker. In this chapter, we propose methods for user-independent command

recognition such that the system is triggered whenever the prescribed command is ut-

tered by an arbitrary user.

While existing voice-command recognition algorithms based on HMM’s or especially

DNN’s achieve excellent accuracy, they are computationally expensive for standalone de-

vices. To overcome this, we propose a recognition algorithm based on a novel multi-

band DNN back-end. In contrast to the generic, fully-connected DNN, the multi-band

DNN model is a sparsely connected DNN matched to the spectral features. It simpli-

fies the digital back-end by orders of magnitude vs. a conventional speech DNN for the

same classification task. In addition, it supports adaptive feature selection rather than

requiring a fixed-set of features like most conventional systems. The combined design of

the NBSC feature extraction front-end and the multi-band DNN back-end enables high

recognition accuracy, low power consumption, and noise robustness for the application

of user-independent voice-command recognition.

6.1 Background on user-independent command recognition

Prior work relevant to user-independent command recognition is found in the KWS lit-

erature [26, 31, 32, 69]. The recognition task involves classical pattern recognition to dis-
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tinguish candidate classes. For example, template-based algorithms match features from

candidate class features directly to query features [26, 27], while model-based algorithms

render the speech features as statistical emissions from a class [28–30]. Other methods

simply apply large-vocabulary continuous speech recognition to KWS [32], in which

speech features are rendered by an HMM driven by phonetic states. The phonetic poste-

riors generated by the HMM are then used for dictionary-based classification.

Figure 6-1: Conventional user-independent keyword spotting system with HMM model

Figure 6-1 shows the block diagram of a conventional KWS system based on HMM.

The architecture of this system is similar to the general large vocabulary speech recog-

nition system, which consists of an acoustic feature extractor, a phonetic model and an

HMM that searches for the word(s) that best matches the input feature sequence. The

difference lies within the specifics of the HMM. In the case of KWS, the HMM is trained

to described the keyword model and the background (non-keyword) model. Within the

keyword model, parameters of the HMM are trained to distinguish different keywords

if there is more than one [28, 32, 69]. The HMM model is excellent for modeling the evo-

lution of a time-series of frames. However, it imposes strict dependency constraints on

adjacent frames and has widely known issues such as the label-bias problem [70].

Since the keyword spotting task focuses on words with short duration, it becomes

possible to treat the entire utterance as a whole. Research has shown that KWS systems

using DNNs, which perform classification directly on the acoustic feature vectors without

phone level modeling, outperform the phonetic modeling with HMM approach [31].

Figure 6-2 shows the block diagram of Google’s KWS system using DNNs [31]. First,

acoustic features such as the MFCC features are extracted every 10ms with frame width

of 25ms. Then, 40 adjacent frames are concatenated to form a group and each group of

frames is interpreted with a DNN model. Figure 6-2-(b) shows the details of the DNN

model used to recognize the keyword ‘OK Google’ in [31]. In this case, the DNN output
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Figure 6-2: Google’s KWS system with DNNs

belongs to one of the three classes: ‘OK’, ‘Google’ or filler (everything else). Since each

frame is a 40-dimensional MFCC vector and there are 40 frames in a group, the input

layer of the DNN consists of 1600 nodes. Two hidden layers were used to model non-

linearity between the input and the output and a soft-output (i.e. posterior) is computed

at every frame. In the end, as shown in Figure 6-2-(a), the output posteriors are sent to

a posterior merging unit that makes the final classification decision. Even though this

system yields excellent recognition accuracy, the fully-connected DNN model with the

high-dimensional feature input requires heavy computation, thus making it impractical

for our low-power speech-recognition application.

6.2 Block diagram of the proposed system

Figure 6-3 shows the high-level architecture of the proposed system. The main unit con-

sists of the feature extraction AFE and the multi-band DNN back-end. An external con-

trol unit wakes up the main unit whenever an incoming signal of sufficient total power is
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Figure 6-3: System block diagram: the filterbank outputs from each sub-band is fed to its
corresponding sub-module of the classifier. The final recognition decision is a weighted
sum of sub-band decisions. During training all the sub-bands are turned on. During
prediction, the control unit pre-selects a subset of all available sub-bands and only the
selected sub-band features (e.g., the green blocks) are extracted and processed.

detected, and more importantly, it adaptively selects a small subset (e.g., ∼ 5) of spectral

features based on criteria such as the in-band signal-to-noise ratio (SNR) of the sub-bands.

Both the AFE and the back-end are designed to efficiently support adaptive band-

selection so that only the selected features are extracted and processed to make the recog-

nition decision. As introduced in Section 4.3, our AFE implementation contains of a band-

pass filter bank, which extracts the contents within the selected frequency sub-bands of

the original signal. The AFE outputs are the accumulated power within each time frame

for the selected sub-bands. The backend DNN-based classifier employs a multi-band

model. In contrast to the conventional approach of interpreting a time-sequence of spec-

tral feature vectors as a single super-vector, the multi-band model performs classification

disjointly for each sub-band using their corresponding time-sequence of single-band fea-

tures (as shown in Figure 6-3). The final output is based on a weighted sum of the in-

dividual sub-band decisions. The sparsely-connected structure of the multi-band model

not only enables adaptive feature selection, but also requires less computation than the

fully-connected DNN (e.g., [31]) for any fixed feature dimension.
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6.3 Adaptive multi-band DNN back-end

Deep learning with neural networks has demonstrated state-of-the-art performance in a

range of speech recognition tasks [25, 31]. In contrast to the conventional approach of

modeling the time-frequency features as a whole using one fully-connected DNN (e.g.,

concatenating 40 frames of 40-dim features into a super-vector for word level classifica-

tion in [31]), we use a multi-band DNN in the back-end.

6.3.1 The multi-band DNN structure

As illustrated in Figure 6-4, the time-frequency features are divided into separate sub-

bands {x1, x2, . . . , xN}. Each of xi represents a time-sequence of filterbank features within

a single sub-band over the duration of a keyword (e.g.,∼ 1s). Each sub-band is then mod-

eled with a fully-connected DNN whose top layer has two nodes at the output, represent-

ing the ‘keyword’ and ‘out-of-vocabulary’ (OOV) classes. The top layers of all sub-band

DNNs are then connected to the final decision output layer, which also has two nodes

representing the ‘keyword’ class and the ‘OOV’ class, respectively.

The multi-band DNN model offers the following key benefits:

• Adaptive band-selection: When the sub-band parameters are trained disjointly, the

multi-band model can be used to support real-time adaptive band-selection such

that only the selected sub-bands are used to make each decision.

• Model size: Let N denote the total number of frequency bands. Given a fixed num-

ber of hidden layers and a fixed number of nodes per layer, the number of edges in

the multi-band DNN model increases linearly with N, whereas it increases with N2

in the fully-connected DNNs because in the latter, nodes corresponding to different

bands are cross-connected in each layer. As a result, the multi-band DNN model

requires a factor of N fewer multiplications for the recognition task given fixed fea-

ture and hidden-layer dimensions; and its sparser structure requires less data for

model training. Combining adaptive feature selection with the multi-band model,

computation complexity and power consumption of the back-end processing is re-

duced.

97



CHAPTER 6. USER-INDEPENDENT COMMAND RECOGNITION

Figure 6-4: The multi-band DNN model: features of each sub-band are input to a separate
fully-connected DNN and the individual sub-band decisions at the sub-band output layer
are merged into the final output.

6.3.2 Training and classification for adaptive multi-band DNN

Training

The parameters for each sub-band DNN can be trained in a substantially disjoint fashion.

We take two approaches for training. In the first approach, each sub-band DNN is treated

as an independent classifier trained with the back-propagation algorithm, followed by

the weighted-majority algorithm [71] to obtain the weights of output layer with all sub-

bands simultaneously presented. Higher weights are assigned to sub-bands with better

accuracy.

In the second approach, the sub-band DNNs are first trained independently. Then,

the parameters of the individual sub-bands are fine-tuned in sequence using the back-

propagation algorithm along with AdaBoost [72–74], which combines a set of weak clas-

sifiers to construct a stronger classifier. At each iteration, the weights of the training sam-

ples are updated based on the errors made by the current sub-band classifier, and these
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weights are used to adjust the back-propagating error for each sample when training the

next classifier. At the end, sub-band weights at the top layer are obtained as a result from

AdaBoost.

Classification

As illustrated in Figure 6-4, the sub-band decisions are combined as a weighted sum at the

final output layer. Let S ⊆ {1, ..., N} denote the set of active bands, {x1, . . . , xN} denote

inputs to the N sub-bands, {w1, . . . , wN} denote the weights at the sub-band outputs, and

Y = {y1, y2} denote labels for the two output classes. Let hn(xn, yi) represent the soft-

decision output at sub-band n. Then, the final output is a weighted sum of the individual

decisions at the active sub-bands:

∑
n∈S

wnhn(xn, yi).

This final soft output is followed by a standard decision slicer.

6.4 Band selection

The proposed user-independent command recognition system consists of the universal

NBSC front-end and the multi-band DNN back-end.

As introduced in Sections 3.4 and 3.5, the universal NBSC is a set of narrowband spec-

tral features designed to retain the most essential speech information using only a small

number of narrowbands.

In the case where sub-bands are selected based on SNR, the active band set S for clas-

sification is chosen as follows. We first estimate the sub-band in-band SNRs using the

spectrum power distribution obtained from speech training samples and real-time noise

power measurements in each band. Let θSNR denote the minimum in-band SNR thresh-

old and let Kmax denote the maximum number of active bands for decision making. The

active set S includes the bands with the best in-band SNRs such that a maximum of Kmax

bands are chosen and all the bands in S must have SNR higher than θSNR. If S is empty,

then use the single band that has the highest in-band SNR.
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6.5 Experiments

Through experiments, we evaluate the effectiveness of the universal NBSCs by comparing

its recognition accuracy with the conventional MFSC and MFCC features, in combination

with the multi-band DNN back-end.

Aside from the choice of acoustic features, there is also the question of whether the

sparser connection of the multi-band structure results in a loss of accuracy. We answer

this question by comparing the recognition accuracy of the multi-band DNN model with

that of a fully-connected DNN model for the same feature type. Finally, we demonstrate

the recognition accuracy can be improved while performing less computation by using

adaptive band-selection schemes in the presence of noise.

6.5.1 Experiment setup

We analyze the multi-band DNNs model in two sets of experiments. First, we investigate

how well the multi-band DNN structure can model speech commands compared to with

the conventional fully-connected DNN, in which all the sub-bands are cross-connected.

In this case, we fix the band selections and analyze the performance when the same sub-

bands are used for both training and classification. The band selection is chosen in a

way that yields the best accuracy among all choices of the same subset cardinality. We

analyze the performance as the number of sub-bands increases. Second, we study the

system performance of adaptive feature selection (Section 6.4), with SNR threshold set to

θSNR = 5 dB and maximum band usage Kmax = 5.

Data sets and features

The clean data set includes 3000 positive examples of the keyword ‘Hi Galaxy’ recorded

by 100 different speakers, and 32K negative examples (12K examples of other commands

and 20K short phrases taken from audio books and audio shows). The bandwidth of the

speech samples is 8kHz. The noisy condition data sets are generated by adding to each

sample of the clean data set either a recording of real noise data or a pseudo-noise sample

of defined spectral statistics.
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We experiment with two types of spectral features: the 13-band MFSCs and the uni-

versal NBSCs (Section 3.5). Unless otherwise specified, the universal NBSCs are extracted

from 400Hz narrowbands, that are evenly spaced out across the speech spectrum.

DNN model size and parameters

Recognition is performed at the command level with 1.2s of audio content. The fea-

tures are extracted at a frame rate of 10ms. As a result, the input feature dimension is

120 for each of the K sub-bands of the multi-band model and it is K × 120 for the fully-

connected model (K is the number of active bands). Both the multi-band DNN and the

fully-connected DNN have 3 hidden layers, whose dimension (i.e., the number of nodes

in each layer) reduces by 1/2 at each layer.

The back-propagation algorithm is implemented with the mean-square-error cost

function and random parameter initialization. The learning rate is 0.01 and the training

procedure terminates when the gradient is less than 10−7 or when it exceeds 1000 itera-

tions. For the fully-connected model, when it is trained with dropout [75], the probability

of retention is 0.9 for the input layer and 0.5 for the hidden layers.

Performance measurement

In each simulation configuration, a random 90% of the samples are used for training the

DNN and the remaining 10% are withheld for classification. This is repeated 10 times and

the results are averaged.

6.5.2 The fixed band DNN experiments

In these experiments, the band selection is presumed fixed for both training and classifi-

cation. Noisy samples are generated by adding samples of real noises (e.g., babble noise,

car noise, wind noise, radio and audio book noise) to clean samples such that the total

SNR is 0dB.

Figure 6-5 compares the accuracy (1 - EER) of the fixed multi-band model and the

fully-connected model as a function of the number of frequency bands under quiet and

noisy conditions, using the conventional MFSC features. There are three main points

to note from Figure 6-5. First, even though the multi-band model presumes a disjoint
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Figure 6-5: EER performance with MFSC: the multi-band DNN offer accuracies compara-
ble to the fully-connected DNN. Unlike the fully-connected model, the multi-band model
does not suffer from over-fitting when the number of bands increases.
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Figure 6-6: ROC performance with MFSC: ROC corresponding to operating points from
Figure 6-5. Recognition accuracy improves as the number of bands increases and stops at
around 4 bands when there is no background noise and at 8 bands under noisy conditions.

structure among different bands, the multi-band model yields similar recognition accu-

racy as the fully-connected model. Secondly, the performance of the multi-band model
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Figure 6-7: EER performance with NBSC and MFSC using the multi-band DNN model.
NBSC offers similar performance as the MFSC. Two types of NBSCs were used: the 400Hz
fixed band NBSC that are chosen to be evenly spaced out across the spectrum and the
200Hz adaptive band NBSC that are chosen to be around the harmonics of the speech and
spread out cross the spectrum. The harmonic based NBSC shows inferior performance
when there is noise due to inaccuracies in pitch estimation.

increases steadily with the number of bands and saturates at 4 bands and 8 bands un-

der noiseless and noisy conditions, respectively. Similar behavior can be seen from the

receiver operating characteristic (ROC) curves shown in Figure 6-6. This implies that,

computation resources can potentially be optimized by using fewer bands under quiet

conditions and by including more bands for recognition when noise is present. Lastly,

the multi-band structure allows the training data size per band to be independent of the

number of bands, whereas the fully-connected model requires an increasing number of

training samples with increasing number of bands N. This is illustrated in Figure 6-6(a),

where it shows that, when the fully-connected DNN model is trained without dropout,

over-fitting occurs when the number of bands exceed a certain threshold.

Figure 6-7 compares the recognition accuracy between MFSCs and NBSCs using the

same multi-band DNN back-end. Two types of NBSCs are used: the 400Hz universal NB-
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Figure 6-8: ROC corresponding to operating points from Fig. 6-7. Recognition accuracy
improves as the number of bands increases and stops at around 4 bands when there is no
background noise and at 8 bands under noisy conditions.

SCs (labeled as ‘400 Hz NBSC, universal’) are chosen to be evenly spaced out across the

spectrum and the 200Hz f0-dependent NBSCs (labeled as ‘200Hz NBSC, f0-dependent’) 1)

are chosen to be around the harmonics of the speech and spread out cross the spectrum.

Generally, the NBSCs offer similar performance as the MFSCs except the f0-dependent

NBSCs show inferior performance when there is noise due to inaccuracies in pitch esti-

mation. Similar to the MFSCs, when the NBSCs are used as features, recognition accu-

racy also saturates after the number of bands reaches a certain threshold. For example,

recognition accuracy saturates at 3 bands and 8 bands under clean and noisy conditions,

respectively. This is also illustrated in the ROC curves shown in Figure 6-8.

6.5.3 The adaptive multi-band DNN experiment

In these experiments, the effect of band selection according to SNR is investigated. Here,

two types of noisy samples are used. First, pseudo-noise are added to clean samples. The

spectrum of the noise samples are shaped to be band-wise white in 500Hz bands in the

range of 0-8kHz with in-band SNR randomly chosen between −10dB and 15dB. A noisy

1Pitch estimation is performed using the whole 1.2 second speech segment and with the auto-correlation
pitch estimation method [68]. This experiment is conducted for the purpose of feature analysis. It helps us
to understand how much loss there is by choosing a universal set of features instead of f0-dependent fea-
tures. In practice, real-time pitch estimation may be computationally expensive when speech is processed
continuously in real time.
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band is discarded if its in-band SNR is less than 5dB (i.e., θSNR) and a maximum of 5

bands are used. In the second set, real noises (wind and car noises) are added to clean

samples such that the total SNR is randomly chosen between −5dB and 10dB. Similar

to the feature selection approach used for speaker-verification in Section 5.4.2, features

under 2kHz are discarded under noisy conditions (i.e., total SNR falls below the 5dB SNR

threshold).

Pseudo-noise

Figure 6-9(a) shows the performance of two adaptive multi-band schemes relative to the

fixed multi-band using MFSCs under pseudo-noise. On average, fewer than 4 frequency

bands are chosen to be active by adaptivity. The AdaBoost method and the weighted-

majority method yield an accuracy of 97.5% and 96.7%, respectively. The best perfor-

mance for the fixed multi-band method is achieved with all 13 bands, and yields an ac-

curacy of 96.8%, which is slightly less than the AdaBoost method, demonstrating the

substantial benefits of rejecting noisy bands adaptively. Similar observations are shown

in the ROC plot in Figure 6-9(b).

Similar to Figure 6-9(a)-(a), Figure 6-10-(a) plots the same figure when the universal

NBSCs are used instead of the MFSCs. With an average of 4.2 active frequency bands,

the adaptive multi-band method achieves an accuracy of 98.1%, which slightly outper-

forms the fixed multi-band approach with all 10 bands, as well as the adaptive multi-band

scheme with MFSCs. In addition, we have implemented the conventional system with

the 13-dim MFCC features (generated from the 40-band Mel-frequency filterbanks) with

the fully-connected DNN back-end. The fully-connected DNN model is trained with the

back-propagation algorithm with dropout. The MFCC scheme achieves an EER of 98.7%.

Figure 6-10(b) plots the ROC of the universal NBSC schemes and the MFCC scheme. As

shown in the figure, the adaptive NBSC multi-band scheme achieves comparable perfor-

mance as the MFCC scheme while using fewer features and less processing.

Real noise

Figures 6-11 and 6-12 plot the analogous results as Figures 6-9 and 6-10, for samplers with

wind and car noises, which are common for our application and have the special charac-
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Figure 6-9: MFSC with adaptive multi-band DNN under pseudo-noise: with an average
of less than 4 frequency bands, the adaptive multi-band method achieves an accuracy of
97.5%, which outperforms the fixed multi-band approach with 13 bands.

teristics of concentrating narrowly in low frequencies. Similar to the case with pseudo-

noise, by adaptively selecting a subset of 5 features using the procedure described in

Sections 6.4 and 6.5.1, the adaptive system achieves comparable performance as the fixed

(non-adaptive) approach, which uses more than twice the number of features. Similar to
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Figure 6-10: NBSC with adaptive multi-band DNN under pseudo-noise: with an average
of 4.2 frequency bands, the adaptive multi-band method achieves an accuracy of 98.1%,
which outperforms the fixed multi-band approach with 10 bands. The MFCC in (b) is
a 13-dim MFCC generated with a 40-band Mel-Frequency filterbank. The recognition
algorithm with the MFCC features is the fully-connected DNN with trained with back-
propagation and dropout. The MFCC scheme achieves an EER of 98.7%

.

the experiment with pseudo noise, the NBSC schemes yield improved performance than

the MFSC schemes.
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Figure 6-11: MFSC with adaptive multi-band DNN under real noise: with 5 frequency
bands, the adaptive multi-band approach achieves comparable performance as the non-
adaptive approach that uses 13 bands.

6.6 Summary

In this chapter, we presented a low-power user-independent voice-command recognition

system, which consists of the universal NBSCs front-end and a word-level command rec-
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Figure 6-12: Universal NBSC with adaptive multi-band DNN under real noise: with 5
frequency bands, the adaptive multi-band approach achieves comparable performance
as the non-adaptive approach that uses 10 bands. The MFCC scheme achieves an EER of
98.3%.

ognizer. The back-end command recognizer, supporting adaptive processing, is enabled

by a novel multi-band DNN model that processes only the selected features at each de-
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cision. Without degrading the recognition accuracy, the multi-band structure requires

fewer training samples and less computation for classification compared to the conven-

tional fully-connected DNN model. In addition, the adaptive band selection approach

that activates a subset of all available frequency bands leads to simpler processing, im-

proved noise robustness and low power consumption. In particular, our adaptive scheme,

using an average of 5 spectral band features, achieves comparable accuracy and improved

efficiency over a generic fully-connected DNN model using the full speech spectrum.
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Chapter 7

Hardware implementation and power

estimation

In this chapter we outline a hardware design for our proposed system (based on the

Cortex-M0 micro-controller for its digital portions), and make power estimations against

it. To demonstrate this design achieves low-power consumption, we calculate the end-

to-end system power through a combination of physical measurements and collection of

reported figures on existing technologies, including those of alternate subsystems of sim-

ilar design and functionality. In the following, we first introduce the digital subsystem.

Then, the system’s front- and back-end portions are discussed separately.

7.1 Digital processing hardware

The hardware we use for digital processing is a Cortex-M0 micro-controller designed by

Texas Instruments (TI). The chip has a memory space of 40kB. Figure 7-1 shows the test

board of the chip. As shown in the figure, the chip is connected in series with a 10Ω

resistor. We measure the voltage across the resistor, which is then used to compute the

current going through the resistor. This current is approximately the same as the current

going through the chip, which we simply denote as I. The voltage supply for the chip

is 1.8V. Therefore, the energy drawn by the chip for a certain task can be estimated as

1.8× I × tduration J, where tduration corresponds to the duration of processing time for the

task.
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Figure 7-1: Test board of TI’s low-power speech recognition chip design, which includes
a Cortex-M0 micro-controller for digital computations. The voltage supplying the chip is
1.8V.

Figure 7-2: Simulated outputs from the front-end filter banks are loaded onto the chip.
Then, the subsequent multi-coset reconstruction procedures are coded and ran on the
micro-controller. The voltage across the 10Ω resistor and tduration are measured with an
oscilloscope.

7.2 Front-end subsystem

First, we estimate the power consumption of the NBSC feature extraction front-end pro-

posed in Chapter 4, broken down functionally by its analog filterbank and digital post-

processing constituents. Then, we briefly introduce TI’s existing implementation of an
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MFSC feature extraction front-end module as an alternate hardware reference and report

its power consumption for comparison. Recall that, similar to the NBSCs, the MFSCs is

also a set of features representing the power envelopes of individual frequency bands (the

difference is that the bandwidths of the MFSCs are chosen according to the Mel-frequency

scale where the NBSCs have narrowbands of equal bandwidths). And as introduced in

the Section 5.4 and Section 6.5, the MFSC features are fully compatible with our back-end

algorithms. Therefore, the power consumption of the MFSC front-end is indicative of the

power consumption of an NBSC front-end if fully integrated into hardware, due to sim-

ilarities in design. It also serves as an alternate choice for the front-end subsystem that

exists today.

7.2.1 NBSC Feature extraction

The NBSC feature extraction front-end consists of a microphone, a set of bandpass filter-

bank, analog-to-digital converters (ADCs) and subsequent digital processing in section

4.3). In general, the system requires a microphone for its usage and there are low-power

active dynamic microphones such as the ICS-40310 MEMS microphone, which consumes

less than 20µW of power 1. Nevertheless, for the task of system wake-up, our system

uses a coil moving loud speaker which is a passive component consuming zero power

and is already built-in in most mobile devices. Therefore, the total power consumption

of the feature extraction front-end is equal to the sum of the power consumptions of the

filterbanks, ADCs and addition digital processing. We estimate the power consumptions

of the analog filterbank and ADCs from existing research work. We implement the post-

processing procedures on the Cortex-M0 micro-controller and measure the power con-

sumption for subsequent processing.

Existing work on analog filterbank and low-rate ADC designs

There is a large number of analog front-end filter designs that achieve low-power con-

sumption for speech frequency signals [45, 76, 77]. Most of these existing works use the

subthreshold Gm-C filter designs due to its wide tuning range and low-power consump-

1The ICS-40310 ultra-low current microphone from InvenSense transforms an acoustic signal to an ana-
log electric signal. It runs from a 1V supply and consumes only 16µA of current while providing a 64dB
SNR.
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tion property [78, 79]. The circuit topology uses a cascade of first-order highpass and

first-order lowpass filters based on RC primitives. The lower and higher cutoff frequen-

cies can be tuned by changing the bias currents and the fall-off rates of the filters are

related to the design parameter: the Q-factor, which depends on the structure of the RC

cascade filterbanks.

For example, a 16 channel programmable analog filter bank is presented in [45]. The

filters are designed to operate under the audio frequency range: 20Hz-20kHz and the

center frequencies and bandwidths of the filters can be reprogrammed by varying the

floating-gate current sources. The filter bank chip includes 16 parallel channels of band-

pass filters, magnitude detectors [44] and current biasing floating-gate transistors [80].

The total power consumption of the chip is 63.6µW. A similar low-voltage programmable

filter designs is introduced in [76], which achieves a power consumptions of ≤ 6.36µW

per band.

At low sampling rates, the ADC power consumption is limited by its leakage power

and ADCs should be designed to have very low-leakage current in order to achieve nWs

power-consumption levels. We estimate the ADC power consumption from the low-

leakage successive approximation (SAR) ADC design presented in [81]. In this design,

the leakage power is kept under 0.5nW. The operating power consumption can be esti-

mated using the Walden figure of merit (FoM) [35] given in [81]. FoM is defined as:

FoM =
P

fS × 2ENOB (7.1)

where ENOB is the effective number of bits, fS is the sampling rate and P is the ADC’s

power consumption. With FoM = 17fJ per conversion step [81] and fS = 400Hz, a 10 bit

ADC would have a power consumption of:

P = FoM× fS × 2ENOB

= 17× 10−15 × 400× 210

≈ 6.96 nW. (7.2)
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In summary, [45] and [76] offer audio-frequency analog filter designs that achieve an

average power consumption of less than 4µW and 7µW per band, respectively. The power

consumption of a 400Hz ADC can be kept at 7nW with low-leakage ADC designs [81].

Therefore, with existing technologies, the total power consumption of the analog filter-

banks and the ADCs can be estimated to be under 10µW per band.

Multi-coset sampling post-processing

Figure 7-3: Power measurement for multi-coset processing of 1s of data with 10 active
bands. The total measured energy is approximately 32µJ.

In this implementation, the simulated analog filterbank outputs are loaded onto the

chip. The chip performs matrix inversion of Asub and multi-coset feature extraction as

shown in Figure 4-11. The filter bandwidth is set to 400Hz, which is the widest bandwidth

we select for our experiments. The baseband digital filter has 100 taps (i.e., Ntaps = 100

in Section 4.3.3). Figure 7-3 shows the energy consumption for extracting 10 narrowband

features over one second of speech data.

The power consumption of the chip is equal to Vchip× I× tduration, where Vchip = 1.8V

and I and tduration are shown in these screen-shots (the horizontal axis corresponds to time

and the vertical axis corresponds to voltage). The current, I, going through the chip is the

same as the current through the resistor, which is equal to the shown voltage divided by

the resistor resistance (i.e. 10Ω). The computation duration, tduration, is given by the time-

axis readings and it indicates the duration of time the micro-controller takes to process
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one second of speech data. In summary, the computation power for K = 10 is given by:

P = Energy per second

= Vchip × I × tduration/1s

= 1.8V× 24mV
10Ω

× 7.4ms/1s

= 32µW. (7.3)

Hence, the processing power is approximately 32µW for K = 10 bands and it is approxi-

mately 3.2µW per band.

Summing the power consumptions of the analog filterbank and subsequent process-

ing, the total power consumption for the NBSC feature extraction front-end is estimated

to be under 14µW per band and less than 140µW for a 10-band front-end.

7.2.2 TI’s MFSC AFE

A proprietary MFSC analog feature extraction front-end is under design by TI. The front-

end consists of a voice-activity-detector (VAD) and a 12 band MFSC feature extraction

unit. The filter fall-off characteristics are similar to our NBSC front-end design. The cutoff

frequency of the speech signal is at 6KHz. The sub-band features are extracted at a frame

rate of 200 frames per second with frame duration of 5ms. The front-end has a fixed

power consumption of 150µW and an additional power cost of 10 µW per band.

7.3 Back-end subsystem

The text-dependent speaker-verification and user-independent command recognition

back-ends are also implemented in hardware. Their power consumption is measured

by computing the energy consumption for each decision and then multiplied with the

number of decisions per second. In the end, the power consumption of the end-to-end

system are measured as the sum of the front-end and back-end power consumptions.
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7.3.1 Text-dependent speaker-verification

For the application of text-dependent speaker verification, the verification decision is

made with 1.2s of buffered data at every 60ms. The features are extracted at a rate of

100 frames per second. In other words, 1.2 seconds of speech content consists of 120

frames. Each frame is represented by a feature vector of dimension K, where K is equal

to the number of active bands.

The speaker-verification algorithm is the blockwise weighted-DTW algorithm intro-

duced in section 5.3.2. In order to reduce memory requirements, the 120 dimensional

input features are divided into smaller blocks of size 40 for processing. Three enrollment

samples are used for decision making. The decision threshold is chosen a priori, based on

offline training results. At each decision, the distance between the input signal and each

of the enrollment samples are computed in series using the blockwise weighted-DTW al-

gorithm. The minimum of the distances are compared with the verification threshold to

make the final decision.

Figure 7-4: Energy consumption for text-dependent speaker verification per decision with
12 active bands. The total energy consumption is approximately 6.48µJ.

The back-end algorithm is implemented on the Cortex-M0 processor described in sec-

tion 7.1. With number of bands K = 12, the firmware implementation for the algorithm

and data occupies less than 40kB memory. Figure 7-4 refers to the power measurement

for making a single decision when K = 12. As shown in the figure, tduration corresponds

to the duration of time that the micro-controller is turned on for making a single decision.
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Therefore, the average power consumption for 12 active bands at a decision rate of every

60ms is given by:

P = Energy per decision× number of decisions per second

= Vchip × I × tduration ×
1

60ms

= 1.8V× 24mV
10Ω

× 1.5ms× 1
0.06s

= 107.57µW. (7.4)

Because the complexity of the algorithm scales linearly with K (see section 5.3.2) and

the power consumption is directly proportional to the number of operations, the power

consumption per band is estimated to be less than 9µW per band.

7.3.2 User-independent command recognition

The user-independent command recognition power consumption is measured in a similar

manner. A 10-band multi-band DNN model was implemented on the Cortex-M0 proces-

sor. The input feature in each band is down-sampled to a rate of 50 samples per second

and 1.2s of buffered speech is used to make each decision. A recognition decision is made

at every 40ms (i.e., 25 times per second).

The input feature dimension for each sub-band is 60. Each sub-band has three hidden

layers and the sizes of the hidden layers are 60 nodes, 30 nodes and 15 nodes, respectively.

As described in section 6.3, the final hidden layer is connected to two output nodes, rep-

resenting the command class and the ‘OOV’ class. The parameters of the multi-band

DNN model occupies around 40kB of memory. The sigmoid function is implemented as

a look-up table.

Power consumption is estimated in a similar manner as the text-dependent speaker-

verification back-end. The energy consumption per decision is approximately 3.88µJ

when K = 10. Then, the energy value per decision is multiplied by 25 decisions per

second to obtain the power consumption measurement. With K = 10, the total power

consumption under 100% duty cycling is approximately 97µW. Since the power con-
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Figure 7-5: Energy consumption for under-independent command recognition per deci-
sion with 10 active bands. The total energy consumption is 3.88µJ.

Table 7.1: Summary of system power consumption for different components

System Component Power per band
(uW)

Total Power
(10 bands)

(uW)

NBSC Analog filterbank <10
<140Multi-coset processing <4

TI’s MFSC front-end N/A 250
Text-dependent speaker verification <9 <90
User-independent command recognition <10 <100

sumption increases linearly with the number of active sub-bands, the power consumption

per band is approximately 10µW per band.

7.4 Summary

The total system power consumption can be estimated as the sum of the front-end and

back-end power consumptions. A summary of the power consumptions of different

front-ends and back-ends is given in Table 7.1.

In this chapter, we provided power estimations for two front-end designs: the NBSC

and the MFSC feature extraction front-ends, whose power consumptions for 10 band fea-

ture extractions are estimated to be under 140µW and 250µW, respectively. For such ana-

log front-end designs, the actual power consumption will vary depending on design tech-

niques and design choices. Nevertheless, these power estimates suggest that, with exist-
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ing technologies, the power consumption for such spectral feature extraction front-ends

can be kept within a few hundred µW.

The blockwise weighted-DTW algorithm and the adaptive multi-band DNN model

are implemented on the Cortex-M0 micro-controller. For both applications, the algorithm

occupies less than 40kB of memory and consumes less than 100µW power when 10 bands

are active. Generally, the total system power consumption is proportional to the total

number of active bands. Average system power consumption can be further reduced by

performing adaptive band selection and duty-cycling with the assistance of a VAD.
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Conclusion

In this thesis, we have proposed a new architecture for an instance of resource limited

signal processing (Chapter 2). It achieves low-power consumption through data pruning

in an early stage to reduce computation complexity in all downstream processing and

adaptive processing such that more information is acquired and processed only when

it is needed. More specifically, we applied this architecture in the design of low-power

voice-command recognition systems.

8.1 Review

8.1.1 Early stage dimension reduction using analog components

Generally, a practical signal processing pipeline can be broken down into two steps: con-

vert the analog input signal into digital forms and perform signal processing. Most con-

ventional systems have adopted the convenient model of first retrieving all available in-

formation and then extracting the core information through multi-stage digital process-

ing. The advantage of this approach is generality. Since there is no information loss at

the signal retrieval step, the blind data acquisition front-end can be used for a variety of

back-end applications and to accommodate different input conditions. The shortcomings

of the general purpose design approach include fast sampling and fast rate processing of

high-dimensional data.
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When there is a limit on power-consumption, computation complexity, response-time

or communication bandwidth, an application-specific approach may be considered. The

idea is that, for a specific application, the most essential information may be condensed

into a low-dimensional representation in a transfer domain. If the relationship between

the input signal and the transfer domain signal can be realized using analog components

such as filters, integrators, amplifiers, etc, then the overall system complexity can poten-

tially be reduced due to low digitization rate and lower-dimensional signal processing.

8.1.2 Acoustic feature extraction using analog filterbanks and multi-

coset sampling

We have demonstrated the benefits of early stage signal dimension reduction for the ap-

plication of voice-command recognition. In Chapter 3, we have shown through cepstral

analysis that the most essential information for speech recognition is captured by the low

quefrency cepstral coefficients. We then established a direct relationship between the nar-

rowband speech signal and the low-quefrency coefficients. This relationship allows us to

transform the analog speech signal directly to its feature domain using a set of analog fil-

terbank. After filtering, the remaining signal is a multi-band signal whose total occupied

bandwidth is significantly smaller than the occupied bandwidth of the original speech

signal.

In Chapter 4, we proposed extracting features from the multi-band signal using a non-

uniform sampling method such that the samples are obtained at the minimum rate (i.e.,

twice the total occupied bandwidth). We developed simplified procedures for recovering

the narrowband features from the low-rate samples. The output of the feature extraction

front-end are sequences of power magnitudes corresponding to the non-zero narrow-

bands. The feature extraction process adjusts according to different band occupation and

computation complexity scales linearly with the number of occupied bands.

8.1.3 Adaptive feature pre-selection

The conventional method of speech recognition takes a non-adaptive approach. It sam-

ples speech signals at 16 to 24kHz and extracts a pre-determined set of features such
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as the MFCC features in a fixed manner. This approach is neither power efficient nor

achieving of the best accuracy. As shown in the text-dependent SV application in Chapter

5, with noisy band subtraction, the adaptive NBSCs yield significantly better recognition

accuracy than the fixed MFSC and MFCC features.

In addition, the user-independent command recognition experiments in Chapter 6

indicate that, when there is no background noise, the additional gain in performance by

including more features saturates at around 5 bands. When there is background noise,

having more features helps improve the performance. Since processing complexity is

directly proportional to the number of active bands, the cardinality of the active feature

set can be adjusted based on the background noise level to minimize computation. In

experiments, the adaptive feature pre-selection scheme, using an average of fewer than

5 high quality bands, achieves comparable performance as the 13-dimensional MFCC

feature, which is extracted with a 40 band filterbank.

In short, by adaptively adjusting the number of features and adaptively selecting the

high quality features, recognition accuracy can be improved while reducing computation

complexity.

8.1.4 Feature adaptive algorithm design

Another key feature of our low-power system is feature adaptive recognition algorithm

design. For the applications of text-dependent SV (Chapter 5) and user-independent com-

mand recognition (Chapter 6), we have developed the weighted-DTW algorithm and the

multi-band DNN model, respectively. These back-end algorithms are designed to achieve

high accuracy, low computation complexity, as well as to support adaptive feature inputs.

With adaptive feature processing, the overall system complexity scales proportionally

with the number of active bands. By optimizing processing complexity based on factors

such as the background noise level, the average system power consumption is estimated

to be under a few hundred µWs when left perpetually on (Chapter 7), enabling the prac-

tical low-power voice-command recognition application, which is the primary concern of

this thesis.
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8.2 Future work

The proposed system architecture has demonstrated significant improvement in power

efficiency for the application of voice-command recognition. Depending on the specific

application requirement and operating condition, certain aspects of the system may be

further explored to improve recognition accuracy. In addition, the overall architectural

design may be applied to a wider range of applications. We will discuss the details below.

8.2.1 Noise spectrum estimation and feature selection

In our experiments, adaptive feature selection based on the background noise spectrum

has delivered improved noise robustness. One limitation of our experiments is its small

variety of noises such as wind and car noises, and pseudo narrowband noises. The reason

we chose these noises is because they are common for our application and they have

the characteristics of concentrating within narrowbands, hence enabling simple band-

selection algorithms.

Nevertheless, a much larger variety of noises are encountered in daily life and the

noise spectrum can be fast varying. Therefore, it would be worthwhile to develop more

sophisticated algorithms for real-time noise spectrum estimation and feature selection

schemes based on the estimated noise spectrum. Existing work on noise estimation can

be found in [44].

Another important parameter for the feature extraction front-end is the number of ac-

tive bands required to achieve a desirable recognition accuracy. In our implementation,

the approach was to estimate the number of required features based on simulation results

and hard-code it into our algorithm. It would be helpful to have a framework that quanti-

fies how many feature vectors are needed to achieve a certain recognition accuracy given

information such as estimations of the feature in-band SNRs and the quantization noise

level.

8.2.2 Coset selection and filter-band support recovery

As discussed in Chapter 4, when the system is prone to quantization and sampling noise,

the coset sampler selection procedure becomes critical, because an ill-conditioned Asub
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matrix may result in a large amount of noise amplification. In practical systems with

low-resolution ADCs and coarse front-end filters, the quantization and sampling noises

are not negligible. In this case, it is important to integrate a well-conditioned sampler

selection scheme into system design and compare the effects of different sampler selection

schemes on the quality of multi-coset reconstruction.

Even though we assumed the frequency band support (i.e., the filter selection set Υ)

is known by the multi-coset reconstruction unit, this information is not required for sig-

nal reconstruction. The multi-coset sampling technique offers the feature of blind sam-

pling, in which the frequency band support can be recovered if we sample at slightly

higher rates [48]. This feature can be useful if your application involves detection of a

narrowband sound or signal (e.g., a whistle or a single tone) whose frequency support is

unknown.

8.2.3 MFCC feature analysis

As shown in Chapter 3, the NBSCs are designed based on cepstral analysis. The effects of

varying feature selection parameters such as the spacing between the narrowbands and

the bandwidth of the narrowbands become observable in the cepstral domain. The con-

ventional MFCC features are constructed based on the human auditory system. It would

be useful to analyze and interpret the MFCC features in a similar manner and observe the

effect of Mel-frequency scaling v.s. equal bandwidth scaling in the cepstral domain. This

understanding may help us to design a potentially even better set of acoustic features.

8.2.4 Model adaptation with decision feedback

Our voice-command recognition systems are mainly designed for mobile devices, which

are likely to be used by a single user instead of being shared by many people. Therefore,

it is useful to adapt the algorithm parameters during its usage in order to provide better

recognition accuracy for the designated user.

Depending on whether follow-up actions were taken on the host unit, decision feed-

backs can be given to the voice command recognition unit. Parameters can be tuned based

on the difference between the correct decision and the decision output. When no decision
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feedback is available, parameter adaptation can still be conducted based on a confidence

measure of each decision.

8.2.5 Multiple commands recognition

In this thesis, the algorithms were experimented with only a single command. Never-

theless, these algorithms can be easily modified to recognize more than one command.

For example, with the speaker-verification algorithm, more templates can be stored when

there is more than one command. During prediction, each input signal will be compared

with all command templates and the one that gives the minimal distance would be the

output decision. As for the user-independent command recognition system, the multi-

band model can simply be trained with training samples of multiple commands. The

output node will have more than two classes, where each command corresponds to a

different class and one more class is assigned to OOV.

As a next step, it would be useful to evaluate the recognition accuracies of both the fea-

ture extraction front-end and the recognition back-end for multiple command recognition

and characterize the limitations of the system in this regard.

8.2.6 Application to other problems

The proposed architecture design may be applied to other applications with limited re-

source. An example may be application in image recognition for autonomous vehicles,

which demands fast response time, limited signal transmission bandwidth and efficient

processing of high-dimension data; or imaging for portable medical devices, which re-

quires low-power consumption and low-computation complexity. In more and more set-

tings, too, low-power sensors constrained by power and communication bandwidth are

becoming prevalent. In all of these cases, efficient analog front-ends may be designed to

directly extract the essential information for the end application and the feature adaptive

processing approach may be used to accommodate different operating conditions.
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Appendix A

Multi-coset reconstruction with different

filter characteristics

The top plot in each figure shows the frequency spectrum of the multi-band signal after

filtering with the simulated analog filterbank of indicated fall-off rates and bandwidths.

Three narrowbands are retained after filtering. The bottom three plots in each figure show

the power envelope of each narrowband in the time domain. The sampling frequency of

the signal is 16kHz. In these experiments, the narrowband bandwidths is set to 400Hz.

The 400Hz narrowband signals (obtained either from Nyquist sampling or multi-coset

sampling) are then smoothed out by convolving with a coarse filter whose coefficients is

[1, 1, 1, 1]. The smoothed envelopes of the Nyquist signals and the multi-coset signals are

compared. The solid blue curve corresponds to the narrowband signal extracted directly

from the original Nyquist rate signal (without band-pass filtering). The dashed red curve

corresponds to the multi-coset reconstruction of the Narrowband envelopes.

From the following plots, we can see that better reconstruction accuracy can be ob-

tained with faster fall-off rates of the band-pass filters and longer low-pass filters.
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CHARACTERISTICS

A.1 Multi-coset reconstruction with different band-pass fil-

ter fall-off rates
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Figure A-1: Multi-coset reconstruction with bandpass filterbank having 3dB cut-off at
20% filter bandwidth. Filterbank band-widths = 400 Hz. High precision low-pass filter
for multi-coset reconstruction with Ntaps = 300.
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Figure A-2: Multi-coset reconstruction with bandpass filterbank having 3dB cut-off at
50% filter bandwidth. Filterbank band-widths = 400 Hz. High precision low-pass filter
for multi-coset reconstruction with Ntaps = 300.
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Figure A-3: Multi-coset reconstruction with bandpass filterbank having 3dB cut-off equal
to the filter bandwidth. Filterbank band-widths = 400 Hz. High precision low-pass filter
for multi-coset reconstruction with Ntaps = 300.
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Figure A-4: Multi-coset reconstruction with bandpass filterbank having 3dB cut-off at
50% filter bandwidth. Filterbank band-widths = 400 Hz. High precision low-pass filter
for multi-coset reconstruction with Ntaps = 300.
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Figure A-5: Multi-coset reconstruction with bandpass filterbank having 3dB cut-off at
50% filter bandwidth. Filterbank band-widths = 400 Hz. Low precision low-pass filter for
multi-coset reconstruction with Ntaps = 100.
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Figure A-6: Multi-coset reconstruction with bandpass filterbank having 3dB cut-off at
50% filter bandwidth. Filterbank band-widths = 400 Hz. Low precision low-pass filter for
multi-coset reconstruction with Ntaps = 50.
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Appendix B

Digital filter frequency response

The following plots show the magnitude response of the filters used in simulations in

this thesis. The analog filter bank in the system is simulated with a digital filter bank with

the indicated filter specs. The magnitude response of the digital low-pass filter used in

multi-coset reconstruction is also given here.
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Figure B-1: Magnitude response of experiment bandpass filter having 3dB cut-off at 50%
filter bandwidth. Filterbank bandwidth = 400Hz.
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Figure B-2: Magnitude response of experiment bandpass filter having 3dB cut-off at 50%
filter bandwidth. Filterbank bandwidths = 200Hz.
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Figure B-3: Magnitude response of experiment lowpass filter having 3dB cut-off at 50%
filter bandwidth. Filterbank bandwidth = 400 Hz.
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Figure B-4: Magnitude response of experiment lowpass filter having 3dB cut-off at 50%
filter bandwidth. Filterbank band-widths = 200 Hz.

137



APPENDIX B. DIGITAL FILTER FREQUENCY RESPONSE

138



Appendix C

Coset sampler selection

Three different coset sampler selection schemes are implemented and their corresponding

condition numbers are compared. (1): the optimal scheme. Given M, the dimension of

the DFT matrix; P, the dimension of the sub-matrix of the DFT matrix; and the P selected

columns (i.e., the active filter set Υ), we use a brute force search algorithm to find the op-

timal row selections (i.e., sampler set X ) that yields the minimum condition number. (2):

the bunched scheme. For all Υ, the bunched scheme always uses the first P samplers (i.e.,

X = {1, 2, . . . , P}). (3) The co-array method [51]. Given M and P, the co-array method

recommends a row selection Xco-array with cardinality P, for use with any Υ of cardinal-

ity P. The co-array sampler, Xco-array, yields close to the minimum worst-case condition

number among samplers universal to Υ of cardinality P.

Table C.1 compares the worst case condition numbers, denoted by κ, for the three sam-

pler selection schemes. Given M, P and Υ, X is chosen using each of the three schemes.

The condition number of each resulting sub-matrix is evaluated. This is repeated for all

Table C.1: Condition number comparison of optimal sampler selection, bunched sampler
selection and co-array sampler selection.

Optimal
(worst κ)

Bunched
(worst κ)

Co-array
(worst κ)

M=9; P = 5 3.45 24.27 12
M = 11; P = 5 2.98 69 9.28
M = 11; P = 6 3.14 69 9.5
M = 13; P = 5 2.9 157.8 25.4
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column selections Υ of dimension P and the worst case condition number for each scheme

is given in the table. As shown in the table, the co-array method yields much better worst

case condition number than the bunched selection scheme.

The following figures (Figures C-1 through C-4) show a few examples of the three

sampler selection schemes for different M and P combinations. The chosen rows and

columns are highlighted. The worst case condition number for the bunched selection

scheme occurs when Υ is also bunched together and the bunched scheme yields better

condition number when Υ is more spread out. The co-array method yields much better

worst case condition number than the bunched selection.
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Figure C-1: M = 9, P = 5
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Figure C-2: M = 11, P = 5
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Figure C-3: M = 11, P = 6
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Figure C-4: M = 13, P = 5
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Appendix D

Pitch dependent NBSC feature extraction

The following procedure describes the steps taken for pitch dependent NBSC feature ex-

traction, which is used in text-dependent speaker-verification in Chapter 5.

1. Estimate the average fundamental frequency f0 from each enrollment sample. The

final f0 is determined as the mean of the f0 estimation from all enrollments. This

step is completed off-line during the training procedure. The signal was sampled at

16kHz and its fundamental frequency is obtained using the auto-correlation method

[68, 82].

2. Let B be the bandwidth of the speech signal and K, the number of filterbanks. The

center frequencies of the filterbanks are at

k× f0 ×
⌊

B
f0K

⌋
, 1 ≤ k ≤ K.

These K filters are evenly spaced across the frequency spectrum and B/K is approx-

imately the spacing between adjacent filters. K is selected such that B/K is smaller

than a threshold parameter θh (i.e., K ≥ B/θh). The parameter θh is dependent on

the property of speech (defined in Section 3.4). Usually, θh = 2 cycle/kHz, is suffi-

cient. For example, with B = 4 kHz and θh = 2 cycle/kHz, K ≥ 8. The bandwidth

of the filters is narrow (∼ 200 Hz) and Section 3.4 discusses the effects of the filter

bandwidth.
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3. The logarithms of the narrowband filter energies are aggregated and framed to form

the narrowband spectral coefficients (NBSCs). The dimension of the feature vector

is equal to the number of bands K.

4. Assuming knowledge of the noise spectrum, a subset of the NBSCs, where the SNR

is the highest, is retained as features. The remaining bands are discarded.
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Appendix E

Pseudo-code for the weighted-DTW

algorithm

Algorithm 1 Pseudo-code for computing the accumulative distance matrix of the W-DTW
algorithm

1: D ← 0I×J . Accumulative distance matrix
2: C ← 0I×J . Movement count distance matrix
3: M← 0I×J×2 . Movement type matrix
4: D(1, 1)← dist(R(1), T(1))
5: for i = 2 to I do
6: D(i, 1)← dist(R(i), T(1)) + D(i− 1, 1) + C(i− 1, 1)|ER(i)|
7: C(i, 1)← C(i− 1, 1) + 1
8: M(i, 1)← (1, 0)
9: end for

10: for j = 2 to J do
11: D(1, j)← dist(R(1), T(j)) + D(1, j− 1) + C(1, j− 1)|ET(j)|
12: C(1, j)← C(1, j− 1) + 1
13: M(1, j)← (0, 1)
14: end for

15: for i = 2 to I do
16: for j = 2 to J do
17: D(i, j)← dist(R(i), T(j)) + MINCOST((i, j))
18: end for
19: end for
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APPENDIX E. PSEUDO-CODE FOR THE WEIGHTED-DTW ALGORITHM

Algorithm 2 Find the best step to be taken at given point (i, j)
1: function MINCOST((i, j))
2: S∗ = min

S∈{(0,0),(0,1),(1,0)}
{D((i, j)− S) + PENALTY((i, j), S)}

3: M(i, j) = S∗ . Update the movement matrix
4: if C((i, j)− S∗) = S∗ then . Update the counter matrix
5: C(i, j) = C((i, j)− S∗) + 1
6: else
7: C(i, j) = 0
8: end if
9: c = PENALTY((i, j), S∗) . Incremental distance

10: return c
11: end function

Algorithm 3 Compute the penalty for taking a certain step.
1: function PENALTY((i,j), S)
2: if S = (1, 0) and M(i− 1, j) = S then
3: p← C(i− 1, j)|ET(j)|
4: else if S = (0, 1) and M(i, j− 1) = S then
5: p← C(i, j− 1)|ER(i)|
6: else
7: p← 0
8: end if
9: return p

10: end function
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