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Abstract—We discuss the design of practical codes for large-
alphabet secret key distribution, motivated by the application of
high-dimensional quantum key distribution. We introduce and
study a simple scheme called layered scheme, which can be
treated as a variant of coded modulation.The idea of layered
schemes is to first split the observed large-alphabet symbols
into bit layers, and to then encode all the bit layers either
independently or jointly using binary codes. The channels that
we are interested in are more general than the AWGN chan-
nels or Rayleigh fading channels studied in coded modulation.
We present and compare different implementations of layered
schemes, i.e., based on independent parallel encoding or joint
encoding, and we investigate different approaches in how to map
large-alphabet symbols into bit layers. Both theoretical analyses
and simulation results show that layered schemes have good
performances on q-ary channels such as uniform-error channels
and limited-magnitude-error channels.

I. INTRODUCTION

We consider the problem of secret key distribution (SKD),
which aims at establishing a secret key between two terminals
based on their correlated observations [1], [16]. Specifically,
we try to design efficient codes for SKD when the initial
observations of the two parties are memoryless sequences,
with each symbol in the sequences being drawn from a rela-
tively large alphabet. Demands for such codes come from, e.g.,
practical high-dimensional quantum key distribution (QKD)
[2]–[4], [7], [10]. To meet these demands, we introduce a type
of efficient coding schemes which we call layered schemes.

A. The Problem
Consider a scenario where two terminals, Alice and Bob,

initially observe sequences X ∈ Xn and Y ∈ Yn, re-
spectively. We assume that the eavesdropper, Eve, has no
initial knowledge about X or Y. The goal of SKD is to
extract a secret key S ∈ {0, 1}s between Alice and Bob
based on these observations. The secret key S should be
almost uniformly distributed on {0, 1}s, and should be almost
completely unknown to Eve, in the sense of [1], [16].

We assume that the sequences X and Y are both memory-
less, with each pair (X,Y ) drawn from the same joint distribu-
tion PXY . Without loss of generality, let X = {0, 1, ..., q−1}.
Fixing PX , We can treat Y ∈ Y as the output after trans-
mitting X over a channel characterized by the transition law
PC(Y |X).

As an example of the above setting, think of the optical
SKD problem discussed in [2], [14]. A source generates
random entangled-photon pairs which travel to Alice and Bob
separately, where some photons may be lost in transmission.
Alice and Bob record the detection times of the photons, with
precision up to time-slots of a certain length. They divide all
the time-slots into frames where each frame contains q slots.
Due to technical constraints, q is typically on the order of
10 to 1000. Through public discussion Alice and Bob can
locate all the frames in which they each observed exactly one
photon. They can use their relative detection positions in these
frames (i.e., X and Y ) to distill the secret key. There can be
two types of errors in this example. First, due to transmission
loss, Alice’s and Bob’s detections may come from different
photon pairs, which result in their detection positions being
independent. Second, due to detection jitters, when they detect
photons from the same source pair, their detection positions
can differ by one or two slots. The channel from X to Y
is then the result of combining these two types of effects.
Because of the high loss-rate and low detection-efficiency in
today’s optical systems, the error probability of X #= Y can
be rather high, e.g, 50%, raising challenges in code design.

A typical SKD protocol consists of two steps. In the first
step, often called information reconciliation in cryptography,
Alice and Bob communicate over a public channel (which is
authentic but public to Eve). Based on the messages transmit-
ted and on X and Y, respectively, Alice generates a sequence
W ∈ {0, 1}w and Bob generates a sequence W′ ∈ {0, 1}w.
In this step they try to make W = W′ with high probability,
but Eve can have some information about W. In the second
step, privacy amplification [5] is applied to the sequence W
and W′ to extract the secret key S and S′. If W = W′, then
S = S′. Furthermore, privacy amplification can ensure that
Eve has virtually no information about S. Since there exist
standard techniques for privacy amplification, in this paper
we focus on the first, information-reconciliation step. We try
to minimize the amount of information that is leaked to Eve
while ensuring W = W′ with high probability.

We define the key rate of this step as

r = P (W = W′)
H(W|W = W′)− t

n
, (1)



where t is the number of bits (correlated with W) communi-
cated between Alice and Bob. This definition of the key rate
is in the nonasymptotic regime, and is hence slightly different
from the existing definition in, e.g., [16], which focuses on
the limit where n tends to infinity and where the probability
W = W′ tends to one. In this limit, it can be shown using
results of [1] that r tends to I(X;Y ). For finite n, we show
in Appendix A that it always holds that r ≤ I(X;Y )+ 1

n . We
henceforth call I(X;Y ) the maximal key rate between X and
Y.

B. Slepian-Wolf Coding
A simple one-way information-reconciliation scheme di-

rectly applies a Slepian-Wolf [18] code. In this scheme, Alice
sends a message R ∈ {0, 1}t that is a deterministic function of
X to Bob; Bob then tries to recover the sequence X based on
R and Y. They use X as the common sequence W. In [18],
Slepian and Wolf showed that the shortest length of the binary
message R that can guarantee Bob’s successful decoding of
X is asymptotically equal to H(X|Y).

In practice, Slepian-Wolf codes are often constructed from
linear channel codes. Specifically, let C be a linear code with a
parity-check matrix H. In a corresponding Slepian-Wolf code,
the message R sent from Alice to Bob is the fully compressed
version of the syndrome of X, namely, of HX. It is easy to
show that, if the code C can correct the error Y − X, then
Bob can retrieve X from Y and R successfully.

To implement the above scheme requires efficient linear q-
ary codes, which are hard to find or construct for moderately
large q. One candidate is a Reed-Solomon code, but its
blocklength is limited by q and it is inefficient when error
probability is high. Another candidate is a large-alphabet
LDPC code, which is more efficient than Reed-Solomon
codes. However, traditional belief-propagation decoding is not
scalable to large alphabet size q for practical use [8], while
verification-based decoding for LDPC codes, as of today, only
works for extremely large q [15].

C. Layered Schemes
The main idea of layered schemes for large-alphabet SKD

is to convert the problem into binary problems by mapping
each symbol X ∈ X = {0, 1, ..., q−1} into k = %log2 q& bits.
Doing this, Alice splits the sequence X into k bit layers. She
then applies Slepian-Wolf coding to the k bit layers, either
independently or jointly, and sends the encoded bits to Bob.

Layered schemes can be seen as the reverse of coded
modulation (see Fig. 1), which was proposed to achieve both
power and bandwidth efficiencies in communication. In coded
modulation, the transmitter first encodes the message into a
binary codeword using an error-correction code, and then maps
the codeword to a sequence X with alphabet size |X | = 2k.

Well-known coded modulation schemes include multilevel
coding (MLC) [12], [19] and bit-interleaved coded modulation
(BICM) [9]. These schemes have been extensively studied
for Gaussian channels or Rayleigh fading channels, and they
can be converted to Slepian-Wolf codes for sources with
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Fig. 1. Layered scheme and coded modulation.

corresponding joint distributions. However, existing work on
coded modulation has not considered general q-ary channels
or the specific optical setting discussed in Section I-A, and
the alphabet size q was constrained to be a power of 2 (not
necessary in layered schemes).

One drawback of layered schemes (or of coded modulation)
is the high latency. However, in contrast to communication,
latency is less important in SKD. In SKD, Alice and Bob
usually generate a secret-bit stream in a block-by-block way.
These secret bits are stored for further use following the
well-known one-time-pad scheme [17]. Thanks to this cashing
mechanism, even if there is a loss or delay in some block in
the key-distribution process, it will not introduce any delay in
the real-time data communication unless the cashe is empty.
Hence, while in communication the decoding error rate of each
block should be made extremely small to avoid retransmission
(which will introduce delay), in SKD we are more interested
in the statistical performance of different blocks, i.e., the key
rate that we defined in (1).

In some cases (Sections III-C and IV-C) our layered
schemes involve interactive communication, i.e., they involve
communication from Bob to Alice. This can simplify and
improve the performances of the schemes. Interactive commu-
nication is often allowed and widely used in SKD problems.
But the kind of interactive communication we propose cannot
be used for channel codes, even in the presence of feedback.

The rest of this paper is organized as follows. Section II
presents layered schemes and their implementations based on
independent encoding and joint encoding. Section III compares
two different encoding approaches of layered schemes. Section
IV studies properties of layered schemes for certain classes of
PC(Y |X) and investigates the role of interactive communica-
tion. Section V shows simulation results and demonstrates that
performances of layered schemes can be near optimal.

II. LAYERED SCHEMES

As depicted in Fig. 1, a layered scheme has two steps. In
the first step, an injective mapping u : X → {0, 1}k with k =
%log2 |X |& is applied to map each symbol X in X to k bits
(X1, X2, ..., Xk). The sequence X is hence split into k bit
layers, henceforth denoted by X1,X2, ...,Xk, where Xi with
1 ≤ i ≤ k contains the ith bit of u(X) for every X in X.
In the second step, Alice generates a message R by applying
a binary Slepian-Wolf code to [X1,X2, ...,Xk] and sends R
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Fig. 2. Independently-Encoded Layered Scheme.

to Bob. After receiving R, Bob tries to recover every layer
X1,X2, ...,Xk, and hence also the original sequence X, based
on Y and R. The sequence X is used as the common sequence
shared between Alice and Bob (i.e., the sequence denoted W
in the Introduction), upon which privacy-amplification will be
applied.

In the second step above, we consider two different
approaches for Alice to apply a Slepian-Wolf code to
[X1,X2, ...,Xk]. The first approach is to apply a (possibly
different) Slepain-Wolf code to each bit layer independently.
Doing this will produce k output bit-strings, the concatenation
of which is the message R. This approach is similar in
spirit to MLC in channel coding. The second approach is
to apply a single binary Slepian-Wolf code to the whole
vector [X1,X2, ...,Xk], generating the message R directly.
This approach is similar to BCIM in channel coding. We call
the first approach an independently-encoded scheme, and the
second approach a jointly-encoded scheme.

A. Independently-Encoded Scheme
The diagram of the independently-encoded layered scheme

is sketched in Fig. 2. In this scheme, Alice encodes each bit
layer Xi with 1 ≤ i ≤ k independently based on binary
Slepian-Wolf coding. As a result, she gets k messages denoted
by R1,R2, ...,Rk, whose concatenation R is sent to Bob.

Bob decodes each bit layer Xi with 1 ≤ i ≤ k based on the
received message Ri, his observation Y, and the decoding
results of previous layers, i.e., X̂i−1

1 = [X̂1, X̂2, ..., X̂i−1].
This is the multistage decoding for Slepian-Wolf codes.

The idea behind this scheme is that the errors in different
bit layers (for the same symbol) are correlated. For instance,
consider the model where X is uniformly distributed on
{0, 1, ..., q − 1} with q = 2k for some integer k, and where
PC(Y |X) is a uniform-error channel (i.e., given Y #= X ,
Y takes value in the remaining 2k − 1 symbols with equal
probabilities). If a certain symbol erred in one bit layer, then
(irrespective of the mapping u) the probability that it errs in

the next bit layer is 0.5. Hence the next bit can be treated as
erased [20].

For the ith layer, it is convenient to think about the equiva-
lent channel which takes input Xi and outputs Y,Xi−1

1 . The
transition law of this channel can be easily obtained as

P (Y = y,Xi−1
1 = xi−1

1 |Xi = xi)

=

∑
x∈A(x1,x2,...,xi)

PC(y|x)P (X = x)
∑

x∈A(xi)
P (X = x)

,

where A(x1, x2, ..., xi) denotes the set of all x ∈ X such that
the jth bit of u(x) is xj with 1 ≤ j ≤ i; similarly, A(xi)
denotes the set of all x ∈ X such that the ith bit of u(x)
is xi.

Theorem 1. Provided that an asymptotically optimal Slepian-
Wolf code for each bit layer can be found, the maximum
achievable asymptotic rate (i.e., the maximum rate in the limit
where blocklength n tends to infinity and where the probability
that W = W′ is required to tend to one) of independently-
encoded layered schemes is

r∗independent = I(X;Y ).

Proof: Let ti be the length of the message Ri. From our
definition (1) we have

r =P (X = X̂)
H(X|X = X̂)−

∑k
i=1 ti

n
.

Assume that the first i−1 bit layers are successfully decoded.
If the Slepian-Wolf code is asymptotically optimal for the
equivalent channel i, then [18]

lim
n→∞

ti

H(Xi|Y,Xi−1
1 )

= 1

and, for any positive ε, for large enough n, P (Xi #= X̂i) < ε.
Using the chain rule for conditional entropies we obtain

lim
n→∞

k∑

i=1

ti
n

= lim
n→∞

k∑

i=1

H(Xi|Y,Xi−1
1 )

n

= lim
n→∞

H(X|Y)

n
=H(X|Y ),

where the last step follows from our assumption that the
sequences X and Y are memoryless.

We also have

H(X) ≤H(X|1(Xk
1=X̂k

1)
) + 1

≤P (Xk
1 = X̂k

1)H(X|Xk
1 = X̂k

1) + εkn+ 1

≤H(X|Xk
1 = X̂k

1) + εkn+ 1,

so H(X|Xk
1 = X̂k

1) ≥ H(X)− εkn− 1.
Hence, as n→∞, we have

r ≥(1− εk)
H(X)− εkn− 1−

∑k
i=1 ti

n
=(1− εk)H(X)− εk −H(X|Y )

=I(X;Y )− εk(H(X) + 1).
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Fig. 3. Jointly-Encoded Layered Scheme.

Setting ε arbitrarily small proves the theorem.
Theorem 1 shows that the independently-encoded scheme

is theoretically optimal, irrespective of the chosen mapping u.

B. Jointly-Encoded Scheme

In the jointly-encoded layered scheme, as sketched in Fig. 3,
Alice treats [X1,X2, ...,Xk] as a whole binary sequence and
applies a single Slepian-Wolf code to this sequence. As a
result, she gets the message R, which she sends to Bob.

To decode [X1,X2, ...,Xk] based on the received mes-
sage R and the observation Y, Bob ignores the dependence
between the bits in [X1,X2, ...,Xk]. For instance, for the
Maximum Likelihood Decoder, Bob computes the likelihood
of Xi only based on Y and the index i. For the ith layer, we
can think of the equivalent channel which takes input Xi and
outputs Y. The transition law of this equivalent channel is

P (Y = y|Xi = xi) =

∑
x∈A(xi)

PC(y|x)P (X = x)
∑

x∈A(xi)
P (X = x)

.

Assume that the binary Slepian-Wolf code (as well as the
decoder for each layer) is optimal, then the message length
t satisfies

lim
n→∞

t
∑k

i=1 H(Xi|Y)
= 1.

This implies the following:

Theorem 2. Provided that an asymptotically optimal binary
Slepian-Wolf code can be found, the maximum asymptotic rate
of the jointly-encoded layered scheme is

r∗joint = H(X)−
k∑

i=1

H(Xi|Y ).

Note that there is generally a gap between r∗joint and
r∗independent = I(X;Y ). This gap depends on the distribution
PXY and on the mapping u : X → {0, 1}k.

C. Slepian-Wolf Codes based on LDPC codes
We next demonstrate how to construct a Slepian-Wolf code

from a binary LDPC code. For a binary-input channel with
input X and output Y, we assume that C is an LDPC code
with parity-check matrix H such that for all X ∈ C, X can be
successfully decoded from Y with probability close to one.

The encoding of the Slepian-Wolf code based on C is very
simple: the message R sent from X to Y is the compressed
version of HX. Note that if we define a coset code CR as

CR = {X′ ∈ {0, 1}n : HX′ = R},

then X is a codeword in CR. Decoding Y and R jointly to
recover X is now equivalent to decoding the coset code CR.
One such decoder based on belief-propagation is described
in [11], [13]. Specifically, we label the bits in R to the check
nodes, then the belief passed from a check node c to a variable
node v is

mcv = (−1)Rc2 tanh−1




∏

v′∈N(c)/v

tanh
(mv′c

2

)


 , (2)

where mvc is the message passed from a variable node v to a
check node c, N(c) is the set of variable nodes that connect
to check node c, and Rc is the bit labeled on the check node
c. Compared to the belief-propagation decoder for the original
LDPC code, it only changes the signs of the beliefs from the
check nodes with Rc = 1.

D. Channel Adapters
Slepian-Wolf codes based on LDPC codes have near-

optimal performances for binary-input symmetric channels
with equiprobable input distribution. Here, a binary-input
channel C : {0, 1} → Y is said to be symmetric if and only
if there exists a bijective function σ : Y → Y such that
σ2(y) = y for all y ∈ Y and

PC(y|x = 0) = PC(σ(y)|x = 1)

for all y ∈ Y .
Unfortunately, the equivalent channels yielded by layered

schemes are not always symmetric. In [11], a tool called
channel adapter was introduced to force the symmetry of
the binary-input channels for communication. The same idea
can be used for Slepian-Wolf coding. Let X ∈ {0, 1}n be
the binary sequence observed by Alice and Y ∈ Yn be the
sequence observed by Bob. Alice draws a random sequence Z
uniformly from {0, 1}n, computes X′ = X⊕Z, and sends Z to
Bob. We thus obtain a new channel whose input is X ′ ∈ {0, 1}
and whose output is (Y, Z) ∈ Y×{0, 1}. It is easy to see that
P (X ′ = 1) = P (X ′ = 0). This new channel is symmetric,
because

PC((Y, Z)|X = 0) = PC(σ(Y, Z)|X = 1)

with σ(Y, Z) = (Y, Z ⊕ 1) and σ2(Y, Z) = (Y, Z). If
we construct a Slepian-Wolf code based on LDPC codes
for the sequences X′ and (Y,Z), then it has near-optimal
performance due to the symmetry of the new channel. Hence



the length of the message R sent by Alice is close to
nH(X ′|Y, Z). After successfully decoding X′, Bob can fur-
ther retrieve X = X′ ⊕ Z.

Observing that H(X ′|Y, Z) = H(X ⊕ Z|Y, Z) =
H(X|Y, Z) = H(X|Y ), we conclude that: A Slepian-Wolf
code for an arbitrary binary-input channel that is based on
channel adapters is asymptotically optimal if the underlying
Slepian-Wolf code is asymptotically optimal for binary-input
symmetric channels with equiprobable input distribution.

III. COMPARISON OF LAYERED SCHEMES

In this section we introduce different mappings u and
compare the two classes of layered schemes.

A. Mappings
Let w : {0, 1, ..., 2k − 1}→ {0, 1}k be a bijective mapping.

We consider u which is w with the input constrained on the
first |X | values.

The simplest mapping is the binary representation, i.e., the
unique function wbin : {0, 1, ..., 2k − 1} → {0, 1}k such that
wbin(x) = [x1, x2, ..., xk] with x =

∑k
i=1 xi2i−1.

Gray mapping, where two successive values in
{0, 1, ..., 2k − 1} differ in only one bit [6], is widely
used in BICM [9]. We denote it as wGray.

Both the binary representation and the Gray mapping are
easy to construct but generally suboptimal in terms of r∗joint.
It is often computationally difficult to find the best mapping
w by brute-force searching. One idea is to first randomly
generate a bijective function w, and then to optimize w based
on a heuristic approach. Specifically, we switch the outputs
of w for two distinct input values a, b ∈ {0, 1, ..., 2k − 1} if
this operation leads to a better mapping. We do this until no
such two distinct input values can be found. We use wsearch
to denote the mapping constructed in this way. As we shall
see, this heuristic approach can often lead to reasonably good
mappings.

B. Maximal Key Rates
We next compare r∗independent and r∗joint, which are given in

Theorems 1 and 2, respectively, where the latter depends on
the chosen mapping u.

An important class of q-ary channel is uniform-error chan-
nels. Such a channel’s transition law PC(y|x) with x, y ∈
{0, 1, ..., q − 1} is given by

PC(y|x) =
{

1− δ if y = x
δ

q−1 otherwise, (3)

where δ is the symbol error rate. In high-dimensional QKD,
this type of errors is usually caused by the dark current, photon
transmission and detection losses [3].

Another interesting class of channels is local-error channels.
Local errors have also been observed in QKD systems, and are
often caused by jitters of electronics [3]. A simple local-error
channel is one with transition law

PC(y|x) =






δ
2 if y − x = ±1,
1− δ if x = y,
0 otherwise

(4)
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Fig. 4. Maximal key rates of the layered schemes for different channels.

for all x, y ∈ {0, 1, ..., q − 1}. Here, −1 = q − 1 in the field
of {0, 1, 2, ..., q − 1}.

Fig. 4 compares the maximal rates of the two classes of (i.e.,
independently-encoded and jointly-encoded) layered schemes,
with different us, for the two channel models specified by (3)
and (4), where we set the symbol error rate δ = 0.5 and let
X be uniformly distributed. It shows that the independently-
encoded scheme is much more efficient than the jointly-
encoded scheme for channels with a big fraction of uniform
errors. We also observe that the Gray mapping wGray is much
better than the binary representation wbin for the jointly-
encoded scheme for local-error channels.

C. Error Propagation
In practice, our independently-encoded schemes can suffer

from error propagation: a decoding error in a bit layer will
result in decoding errors in the following bit layers. To see this
effect, let ti denote the length of the message sent from Alice
to Bob for the ith bit layer, and let ei denote the decoding error



probability of the ith bit layer when the first i − 1 bit layers
are successfully decoded. The key rate of the independently-
encoded scheme can then be written as

rindependent =

(
k∏

i=1

(1− ei)

)
nH(X)−

∑k
i=1 ti

n
.

Using interactive communication between Alice and Bob,
which is often allowed in information reconciliation, can help
to largely eliminate error-propagation effects. To this end,
after decoding the ith layer, Bob checks whether decoding
was successful or not. He can do this either by observing the
decoding process, i.e., whether the beliefs of all the variables
converge to certainty, or by Alice’s adding extra redundant bits
for error detection. If there is a decoding error, then Bob asks
Alice to transmit the whole sequence Xi directly. As a result,
the key rate of the independently-encoded scheme is improved
to

rindependent =
k∑

i=1

[
(1− ei)

nH(Xi|Xi−1
1 )− ti

n

+ ei
H(Xi|Xi−1

1 )−H(Xi)

n

]
.

D. Using Suboptimal Binary Slepian-Wolf Codes

Realistic Slepian-Wolf codes cannot achieve the theoretical
limit. We next discuss how suboptimality of binary Slepian-
Wolf codes affects the performance of the layered schemes. To
simplify the discussion, we make a simple assumption (which
may not be realistic): given an arbitrary binary-input channel,
the binary Slepian-Wolf code for X ∈ {0, 1}n and Y ∈ Yn

requires αH(X|Y) bits where α > 1 for successful decoding.
If the message length is shorter than αH(X|Y), then X cannot
be recovered; otherwise, X can be recovered surely.

Based on this assumption, we get the key rate of the jointly-
encoded scheme:

rjoint = H(X)− α
k∑

i=1

H(Xi|Y ) ≤ H(X)− αH(X|Y ).

We also get the key rate of the independently-decoded scheme:

rindependent = H(X)−
k∑

i=1

min(H(Xi),αH(Xi|Xi−1
1 , Y ))

= H(X)− αH(X|Y )

+
k∑

i=1

(αH(Xi|Xi−1
1 , Y )−H(Xi))

+,

where x+ ! max{x, 0}.
We see that rjoint ≤ rindependent, i.e., even when we use

binary Slepian-Wolf codes that are suboptimal (but with the
same performance for the two schemes), the independently-
encoded scheme is always better than the jointly-encoded
scheme, irrespective of the mapping u.

E. Discussions: Independent Encoding vs. Joint Encoding
From the above analyses, we have the following simple

observations, which we shall further verify by simulation in
Section V.

(1) If the magnitude of errors is large, it is prone to apply the
independently-encoded layered scheme rather than the jointly-
encoded layered scheme, for much higher maximal key rate.

(2) Error propagation among different bit layers is a problem
for the independently-encoded scheme. However, this effect
can be eliminated by interactive communication between Alice
and Bob.

(3) In high-speed SKD applications, hardware implemen-
tation of the underlying binary Slepian-Wolf decoders is
required. Limited by hardware, the input length of the Slepian-
Wolf code cannot be too large. If we assume that the bi-
nary Slepian-Wolf codes used for the two layered schemes
have the same input length and approximately the same
performance, then the overall performance of the jointly-
encoded scheme should not be better than the independently-
encoded scheme. However, in this case, the block length of
the jointly-encoded scheme is actually k times shorter than
that of the independently-encoded scheme. In other words,
the independently-encoded scheme introduces more latency
which, as we argued in the Introduction, is less important in
SKD than in communications.

(4) We will demonstrate that in the independently-encoded
scheme, interactive communication between Alice and Bob
can further improve the practical performance of the scheme.
In particular, Bob may send some useful information to Alice
after decoding each bit layer, and based on this information
Alice can better encode the next layer.

(5) As we have discussed many advantages of the
independently-encoded scheme, it has an obvious disadvan-
tage: it requires k binary Slepian-Wolf decoders, while the
jointly-encoded scheme requires only one decoder, which is
less complex on hardware.

IV. CHANNEL PROPERTIES

In this section, we study some properties of certain channels
that are useful in layered schemes.

A. Reflection-Symmetric Channels
A channel C : X → Y with X = {0, 1, 2, .., q − 1} for

some even q is said to be reflection-symmetric if there exists
a bijective function σ : Y → Y with σ2 = I such that

PC(y|x) = PC(σ(y)|q − 1− x)

for all x ∈ X , y ∈ Y . Examples of reflection-symmetric
channels include the uniform-error channels (3) and the local-
error channels (4).

We show that if a q-ary channel is reflection-symmetric with
equiprobable input distribution, then all the binary equivalent
channels yielded by the layered schemes are also symmet-
ric (without channel adapters). Here, we consider mappings
u : X → {0, 1}k satisfying

u(x) = u(q − 1− x) (5)



for all x ∈ X , where a ! [1, 1, ..., 1]− a. For instance, when
q = 2k, binary representation satisfies (5).

Theorem 3. For a reflection-symmetric channel with
equiprobable input distribution, if the mapping u satisfies
(5), then the layered scheme based on u yield binary-input
symmetric channels with equiprobable input distribution for
all layers.

Proof: Let us consider the equivalent channel i of the
independently-encoded scheme. The channel’s input is Xi and
its output is (Xi−1

1 , Y ).
It is easy to see that the input has equiprobable distribution,

i.e., P (Xi = 0) = P (Xi = 1). We can see that this channel
is also symmetric. To this end, observe

P ((Xi−1
1 , Y )|Xi = 0)

= 2
∑

x∈A(Xi−1
1 ,Xi=0)

P (Y |x)P (x)

= 2
∑

q−1−x∈A(Xi−1
1 ,Xi=1)

P (σ(Y )|q − 1− x)P (q − 1− x)

= P (Xi−1
1 ,σ(Y )|Xi = 1).

Hence we obtain a bijective function σ′ with σ′(Xi−1
1 , Y ) =

(Xi−1
1 ,σ(Y )) and σ′2 = I . So the equivalent channels of the

independently-encoded scheme are indeed symmetric.
The proof for jointly-encoded layered schemes are similar

and are omitted.

B. Limited-Magnitude-Error Channels

Given a channel C : X → Y with Y = X = {0, 1, 2, ..., q−
1}, we define its error magnitude as the minimal integer m
such that m = m+ +m− with

PC(y|x) = 0, ∀y − x < −m− or y − x > m+. (6)

For some channels with limited-magnitude errors, it is not
necessary to split the sequence X into k = %log2 q& bit layers.
Instead, we can generate a new sequence X′ such that X′ = X
mod m+ 1. Then we apply a layered scheme to X′ and
Y. In this case, the number of bit layers can be reduced
to %log2(m + 1)&, and the encoding/decoding is simplified.
The following theorem shows that this simplification does not
degrade performance.

Theorem 4. In the above approach, X can be uniquely
determined by X′ and Y, and H(X′|Y) = H(X|Y).

Proof: Let Z = Y −X ′ mod m+ 1.
If Z = 0, then X = Y .
If 0 < Z ≤ m+, then X = Y − Z.
If m+ + 1 ≤ Z ≤ m, then X = Y + Z −m− 1.
So X can be uniquely determined by X′ and Y, and

H(X′|Y) = H(X′,Y|Y) = H(X|Y).

C. Cyclic-Symmetric Channels
A channel C : X → Y with Y = X = {0, 1, 2, .., q − 1} is

said to be cyclic-symmetric if for all x, y ∈ {0, 1, ..., q−1}, we
have PC(y|x) = PC(y − x|0). Here, we define the operation
‘−’ in the field of {0, 1, ..., q − 1}, e.g., 0− 1 = q − 1. Both
the uniform-error channels (3) and local-error channels (4) are
cyclic-symmetric channels.

Theorem 5. For a cyclic-symmetric channel with q = 2k

and equiprobable input distribution, let u be the binary rep-
resentation in the lowest-bit-first order. If C = min({i : Xi #=
Yi}

⋃
{k + 1}), then

I(X;C) = 0.

Proof: We show that P (X = x,C = i) is independent
of x as follows:

P (X = x,C = i) =
∑

y : (y−x)=2i−1 mod 2i

PC(y|x)P (x)

=
∑

y : (y−x)=2i−1 mod 2i

PC(y − x|0) 1

2k

=
∑

e∈X : e=2i−1 mod 2i

PC(e|0)
1

2k
.

The claim follows.
The above theorem implies that for a cyclic-symmetric

channel with q = 2k, if we apply a layered scheme with the
binary-representation mapping, then Bob can send C to Alice
without disclosing any information about X . We can also write
C as [C1, C2, ..., Ck] with

Ci = 1(Xi
1 '=Y i

1 )
.

So, instead of transmitting C, Bob can transmit C1, C2, ..., Ck

to Alice. We can implement this process in the independently-
encoded scheme, i.e, after decoding the ith bit layer, Bob sends
Ci to Alice. The following example demonstrates how such
interactive communication can be used to improve the practical
performance of the independently-encoded scheme.

Example 6. For a uniform-error channel specified by (3) with
q = 2k, we have

P (Xi|Xi−1
1 , Y, Ci−1 = 1) =

1

2
.

It implies that if Ci−1 = 1, then Bob knows nothing about Xi

until receiving the message Ri. In this case, if Alice knows
Ci−1 = 1, there is no need for her to encode Xi into the
message Ri. A simple approach is that Alice directly sends Xi

to Bob without encoding it; she only needs to encode those
bits with Ci−1 = 0. In each bit layer, the bits to encode is a
random variable upper-bounded by the block length n, which
is not convenient for hardware decoding. Our idea of solving
this problem is to encode n bits from the same bit layer but
different blocks jointly.

In the above example, assume that q = 32 and that the bi-
nary Slepain-Wolf coding is not perfect: it requires to transmit



1.4H(X|Y) bits to recover X. Then, without applying the
interactive-communication mechanism, the maximal symbol
error rate that allows non-zero key rate is δ = 0.620. By
applying the interactive-communication mechanism described
in the example, the maximal symbol error rate that allows
non-zero key rate is 0.883.

V. SIMULATION

In this section, we evaluate the performance of the lay-
ered schemes for large-alphabet secret key distribution by
simulation. We first introduce the setup and some practical
implementation issues. Then we provide some simulation
results for different types of channels.

A. Setup
In the simulation, we set q = 32 with k = 5 and let X

be uniformly distributed on {0, 1, ..., 31}. The blocklength for
the independently-encoded scheme is n = 4000 and the the
block length for the jointly-encoded scheme is 800 (for the
same length of the underlying binary Slepian-Wolf codes). We
assume that each binary Slepian-Wolf code associates with
extra d = 20 parity-check bits so that the decoding error can
be detected by Bob with high probability.

We use simple regular LDPC codes for the binary Slepian-
Wolf coding. Specifically, given the block length n and
message length r, the parity-check matrix H is randomly
constructed such that each column has exactly 3 ones. (Note
that by using irregular LDPC codes based on density evolution,
we can get better performances of the layered schemes.)

In the independently-encoded scheme, we use the binary-
representation with the lowest-bit-first order as the mapping
u, and we let ti be the message length of the binary Slepian-
Wolf code for the ith bit layer. Then the rate of the scheme
(eliminating the error-propagation effect based on interactive
communication) is

rindependent =
5∑

i=1

(1− ei(ti))max(n− ti − d, 0)

n

with n = 4000, where ei(ti) is the decoding error probability
for the ith bit layer and it is a fixed function of ti with given
channel and Slepian-wolf code.

In the jointly-encoded scheme, we use the Gray mapping
as the mapping u, and we let t be the message length of the
binary Slepian-Wolf code. Then the rate of the scheme is

rjoint =
(1− e(t))max(n− t− d, 0)

n/k

with n = 4000, where e(r) is the decoding error probability.

B. Message Length
According to the expressions of the key rates, the message

length ti (or t) for each binary Slepian-Wolf code can be
optimized independently. For instance, the optimal length t∗i
for the equivalent channel i in the independently-encoded
scheme is

t∗i = argmax
ti

(1− ei(ti))max(n− ti − d, 0).

0 0.2 0.4 0.6 0.8 1
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

Symbol Error Rate δ

K
e
y 

R
a
te

 

 
Theoretical Limit
Jointly−Encoded Limit
Independently−Encoded, Interactive
Independently−Encoded
Jointly−Encoded
Reed−Solomon

Fig. 5. Key rates of the layered schemes based on regular LDPC codes for
uniform-error channels when q = 32 and n = 4000. The block length of the
Reed-Solomon code is 1024.

Such a way of selecting ti is very useful when symbol error
rate is high. For instance, assume that it requires ti > n to
make ei(ti) ≤ 0.01, and it requires ti = 0.9n to make ei(ti) =
0.5. Obviously, the second ti results in a higher key rate.

In the simulation, we ignore this edge effect of ti (i.e., when
symbol error rate is high, the optimal message length should
be used). We use a simple empirical approach to determine
t1, t2, ..., tk and t. Specifically, we let

ti = αiH(X|Y)

with αi > 1 when X and Y are the input sequence and
output sequence of the equivalent channel i, respectively. At
the beginning, we let αi = 1. We apply the binary Slepian-
Wolf coding to many samples of X and Y. If X cannot be
successfully decoded, then we update αi = αi + αc with a
small constant αc, e.g. 0.02. By running this procedure for
enough samples, e.g., 1000 samples, we obtain a reasonably
good message length ti, based on which a binary Slepian-Wolf
code is constructed as the basic component for the layered
schemes.

C. Uniform-Error Channels

Fig. 5 shows the performances of the layered schemes
for the uniform-error channels defined by (3). Due to the
imperfectness of the regular LDPC codes that we used, there
is a gap between the actual key rates of the layered schemes
and their maximal key rates.

We compare the layered schemes with Slepian-Wolf codes
based on Reed-Solomon codes. We consider a Reed-Solomon
code over F (q) with block length n = qm. For such a code, in
order to correct at most t symbol errors, it requires r = 2mt
redundant symbols. Given a symbol error rate δ, we can select
the best t to maximize the key rate. In this case, the maximal
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Fig. 6. Key rates of the layered schemes based on regular LDPC codes for
local-error channels when q = 32 and n = 4000.

key rate is

rRS = max
t,m

P (|E| ≤ t)[k(qm − 2tm)− d]

qm
,

where P (|E| ≤ t) is the probability that the number of
erroneous symbols is at most t. In this simulation, we have
k = 5 and we set m = 2. From Fig. 5, we see that there
is a significant performance gain in the layered schemes over
Reed-Solomon codes, especially when the symbol error rate
is not small.

We also see that the independently-encoded scheme is
much more efficient than the jointly-encoded scheme for
correcting uniform errors. This possibly comes from the gap
between the maximal key rates of the two schemes. Further-
more, interactive communication improves the performance
of the independently-encoded scheme. Our intuition is that,
as the symbol error rate increases, the improvement becomes
stronger because there are more bits that can be treated as
erased in the scheme.

D. Local-Error Channels

Fig. 6 shows the performances of the layered schemes
for local-error channels described by (4). There is a smaller
gap between the performances of the jointly-encoded scheme
and of the independently-encoded scheme compared to on
uniform-error channels. One observation is that, as the symbol
error rate increases, the gap between their maximal key rates
increases. Another observation is that the gap of the actual key
rate and the maximal key rate of the jointly-encoded scheme
is larger than that of the independently schemes.

We can explain the second observation as follows. The
key rate of the independently-encoded scheme can be roughly
written as

k −
k∑

i=1

α(H(Xi|Xi−1
1 , Y )) (7)
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Fig. 7. Key rates of the layered schemes based on regular LDPC codes for
hybrid-error channels when q = 32 and n = 4000.

for a concave function α(·). It means that, in practice, if
H(Xi|Y ) is small, the binary Slepian-Wolf code needs a large
overhead. In the ideal case, α(x) = x. Similarly, the key rate
of the jointly-encoded scheme can be roughly written as

k

(
1− α

(∑k
i=1 H(Xi|Y )

k

))
. (8)

The difference between (7) and (8) comes from two terms,
k∑

i=1

α(H(Xi|Y ))−
k∑

i=1

α(H(Xi|Xi−1
1 , Y )) ≥ 0

introduced by the gap of the maximal key rates, and

kα

(∑k
i=1 H(Xi|Y )

k

)
−

k∑

i=1

α(H(Xi|Y )) ≥ 0

introduced by the concavity of the function α(·). This is an
advantage of the independent-encoded scheme over the jointly-
encoded scheme in practical use.

E. Hybrid-Error Channels

In the high-dimensional QKD systems described in [3],
[14], a large number of uniform errors and local errors due
to different mechanisms are observed. We call such a channel
a hybrid-error channel.

Fig. 7 simulates a hybrid-error channel C : {0, 1, ..., q−1}→
{0, 1, ..., q − 1} described by

PC(y|x) =






δ
4 if y − x = ±1,
1− δ if x = y,

δ
2(q−3) otherwise.

We see that, even if all the symbols have errors, the
independently-encoded scheme is still able to generate secret
bits.
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Fig. 8. Key rates of the layered schemes based on regular LDPC codes for
discrete-Gaussian-error channels when q = 32 and n = 4000.

F. Discrete-Gaussian-Error Channels
Fig. 8 shows the performances of the layered schemes for a

discrete channel with Gaussian noise, and we call it a discrete-
Gaussian-error channel, defined by

PC(y|x) = δ
e−

|y−x|2

2σ2

c

for all x, y ∈ {0, 1, ..., q−1}, x #= y. Here c =
∑∞

x=−∞ e−
x2

2σ2

is a normalization factor and δ is the symbol error rate. In this
simulation, we choose σ = 3.

APPENDIX A
UPPER BOUND ON THE KEY RATE

Theorem 7. Let r be the key rate defined in (1), then, for any
n > 0,

r ≤ I(X;Y ) +
1

n
.

Proof: Let T ∈ {0, 1}t be the set of bits that are
communicated between Alice and Bob and are correlated with
W. Note that W can be uniquely determined by X and T,
and that W′ can be uniquely determined by Y and T.

First, we derive an upper bound on H(W|W = W′) − t
as follows:

H(W|W = W′)− t

≤ H(W|W = W′,T)

= H(XW|W = W′,T)−H(X|W,W = W′,T)

≤ H(X|W = W′,T)−H(X|Y,W,W = W′,T)

= H(X|W = W′,T)−H(X|Y,W = W′,T)

= I(X;Y|W = W′,T)

Following the proof of Theorem 1 in [16], specifically
Eq. (13) therein, we have

I(X;Y|W = W′,T) ≤ I(X;Y|W = W′).

We then obtain

r =P (W = W′)
H(W|W = W′)− t

n

≤P (W = W′)
I(X;Y|W = W′)

n

≤
I(X;Y|1(W=W′))

n

≤I(X;Y ) +
1

n
.

This completes the proof.
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